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ABERTURA DA CONFERENCIA

Mensagem de Sua Exceléncia o Presidente
da Assembleia da Republica
José Pedro Aguiar Branco

Caros amigos, ¢ importante conversarmos, enquanto sociedade, sobre a
tecnologia, sobre as suas fronteiras ¢ticas, os seus limites juridicos, sobre os
seus riscos, dilemas ¢ vantagens, tanto na esfera pessoal como social. Num
tempo em que a tecnologia avanca a grande ritmo, a discussio ¢tica ¢ politica
tem de acompanhar estes avangos.

Satdo, por isso, a Comissao Nacional de Elei¢des, por esta iniciativa de
debater “Intc]igéncia Artificial, Democracia ¢ Eleicoes™.

Esta conferéncia ¢ uma excelente oportunidade para pm‘tilhar experién—
cias, preocupagdes e boas praticas. Para perceber como podemos aproveitar as
potencialidades da Inteligéncia Artificial sem pormos em causa os principios
democraticos.

Cumprimento, em nome da Assembleia da Republica, todos os partici-
pantes.

Asseguro-vos que o Parlamento estd atento e que acompanha com interes-

§€ €ste assunto.

Bom trabalho a todos.

José Pedro Aguiar Branco
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José Santos Cabral
Juiz Conselheiro, Presidente da Comissao Nacional de Eleigcoes

Excelentissimo Senhor Diretor da Faculdade de Dircito de Lisboa, Se-
nhor Professor Doutor Eduardo Vera Cruz Pinto, Senhores Deputados Mi-
guel Guimaries, Nuno Gabriel, Flavio Martins, Senhor Presidente da Asso-
ciagio Nacional de Freguesias, Dr. Jorge Veloso, Senhor Vice-Presidente do
Conselho Superior da Magistratura, Senhor Juiz Conselheiro Luis Azevedo
Mendes, Senhor Vice-Presidente do Tribunal Constitucional, Juiz Conselhei-
ro Gongalo de Almeida Ribeiro, Juiz Conselheiro do Supremo Tribunal de
Justica, Dr. Jodo Bravo, Professor Dr. Srdjan Darmanovic da Comissio de Ve-
neza, Presidentes das Camaras Municipais, Presidentes das Juntas de Fregue-
sia, Presidente da Comissao Nacional de Elei¢oes de Cabo Verde, Dra. Maria
Rosario Pereira Gongalves, Senhores Comissarios da Comissao Nacional de
Angola, Joio Damiio, Gilberto Neto, Senhores Membros da Comissio Na-
cional de E]cigécs.

Caros Conferencistas, Senhores Convidados, minhas Senhoras ¢ meus Senhores.

A primeira palavra necessariamente que ¢ dirigida a Faculdade de Direito,
na pessoa do Senhor Diretor Sr. Dr. Eduardo Vera Cruz Pinto, para agrade-
cer toda a disponibilidade, e hospitalidade, demonstrada pela Faculdade de
Direito da Universidade de Lisboa ao acolher este evento. A forma como a
Comissiao Nacional de Elci(;()cs foi recebida nesta Casa ¢ algo de inexcedivel.

Num tempo em que comemoramos 50 anos da existéncia da Comissio
Nacional de Elei¢oes ¢ um privilégio proferir estas primeiras palavras que
permitem iniciar o percurso que hojc nos conduzira pclo Admiravel Mundo
Novo da Inteligéncia Artificial e, mais precisamente, a analise da sua intera-
¢lo com as elei¢des, zénite da Democracia. Na verdade, somos espectadores
atentos de um tempo de incerteza ¢ perplexidade marcado por profundas
transformacgoes tecnologicas, que redesenham o mundo em que vivemos.

Nessa transformacio assume papel crucial a Inceligéncia Artificial que,
com a sua capacidade de processamento de dados em larga escala, identifica-
¢ao de perfis e padroes, e de dadiva de solu¢des automatizadas, altera de forma
teltrica a nossa forma de vida e, nesta, as eleicdes nio constituem uma excegio.

Efetivamente, estes tiltimos anos testemunharam o impacto positivo de di-
versas inovagoes introduzidas nos sistemas eleitorais de diversos paises, e que
vio desde a otimizagio da logistica eleitoral, at¢ a0 apoio na analise de dados
cleitorais, passando pclu monitorizacao da dcsinformagio, ou pcla Vcriﬁcagﬁo
da acessibilidade. Porém, a catalogacio das virtudes da Inteligéncia Artificial
nio pode obscurecer os riscos que a mesma comporta quando instrumenta-
lizada sem referéncia a quaisquer valores. Falamos de uma panép]ia de mcios
mobilizados para influenciar negativamente a decisio dos eleitores: desde o
ataque cibernético at¢ a produgio de noticias aptas a espalhar desinforma-
¢ao ¢ todo um Catilogo visando a dcscstabi]izagﬁo do processo democratico,

ameacando a integridade do discurso politico, corroendo a confian¢a publica.
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Lateralmente chamo a colacio aquilo que se passou nos tltimos tempos
com as cleicoes na Roménia, pois todos nds temos a nogio da forma como
se cruzaram aqui, a necessidade um veredicto do Tribunal Constitucional e,
simultaneamente, a informagio sobre a forma como se processou a manipu-
1:1gﬁ0 das consciéncias em rclugio 208 préprios cleitores. Nio admira, assim,
que num estudo conduzido a escala europeia pelo European Tech Insight, e no
universo de inquiri¢io de 3000 pessoas, em 10 paises europeus, se tenha con-
cluido que dois em cada trés curopeus receiam que os hackers possam alterar
os resultados eleitorais. Mais de 30% dos inquiridos acreditam que a Inteligen-
cia Artificial ja influenciou as suas decisoes de voro.

Em ultima analise somos confrontados com desafios éticos ¢ sociais de
grande complexidade. E neste ponto crucial que surge a necessidade de uma
reflexio sobre a relacio entre Inteligéncia Artificial ¢ o futuro da Democra-
cia, encontrando o Cquilfbrio entre inovagao ¢ a dcsinformagio, prcscrv:mdo
a confianca publica nos processos democraticos.

Se, por um lado, a Inteligéncia Artificial oferece ferramentas poderosas
para fortalecer a Democracia, por outro também pode ser instrumentalizada
para ameacar ou destruir. A Democracia, como sistema politico, ¢ sustentada
pela confianca, pela transparéncia ¢ pela liberdade. Porém, estamos agora
No MOMENto ¢m que, a mesma Intcligéncia Artificial nao facilita apenas os
processos democraticos, mas desafia, também, os seus principios fundamen-
tais. A automacio na comunicagio politica, por exemplo, levanta questdes
sobre a autenticidade do discurso, enquanto os a]goritmos que organizam ¢
priorizam informagdes nas plataformas digitais afecam direcamente a forma
como os cidadaos percebem a realidade. E fundamental que os sistemas de
Intc]igéncia Artificial estejam livres de preconceitos € nao influenciem injus-
tamente os resultados eleitorais. E igualmente crucial decerminar quem ¢ res-
ponsavel pela supervisio da utilizagio da Inteligéncia Artificial nos processos
cleitorais, a fim de garantir a transparéncia ca rcsponsabi]izagio.

E nessa sequéncia que a atengio dos actores politicos e das Organizagoes
Internacionais esta focada neste tema, salientando-se a abordagem global da
ONU cuja Assembleia Geral adotou, em maio de 2024, uma resolugio lidera-
da pelos Estados Unidos e apoiada por mais de 120 Estados-membros, centra-
da na defini¢io das normas globais ¢ diretrizes ¢ticas, no desenvolvimento de
cstratégias nacionais, na mitigacao dos riscos g]obais a longo prazo, na reso-
lu¢io das lacunas de competéncia e na promogio de colaboracio internacio-
nal, desenvolvendo quadros regulamentares ¢ melhorando a sensibilizacio do
publico. Por igual forma, o Consclho da Unido Europeia, em maio de 2024,
aprovou a lei da Inteligéncia Artificial, visando harmonizar as regras sobre a
mesma. Esta legislagio visa equilibrar a Inovagio, a transparéncia, a respon-
sabilizagio ¢ a protecao de direitos fundamentais, classificando os sistemas de
Inteligéncia Artificial com base no risco.

Os sistemas de Inteligéncia Artificial de alto risco enfrentario requisitos

Tigorosos, Nos termos daqucla dirctiva, enquanto préticas extremas, como

José Santos Cabral
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manipulagio comportamental e policiamento preditivo, serio proibidas. Sin-
tetizando, estamos em crer que o futuro das democracias dependera da nossa
capacidade de desenvolver tecnologias alinhadas aos valores democraticos,
por forma a garantir que os sistemas de Inteligéncia Artificial sejam proje-
tados de maneira ética, promovcndo a igualdadc, a transparéncia ¢ inclusio,
fortalecendo instituicdes e politicas publicas, construindo estruturas regula-
torias que impecam o uso abusivo da teenologia, ¢ promovendo a sua aplica-
¢30 para 0 bem comum.

A capacita¢io dos cidadios, a educacio digital sera essencial para que os
cleitores compreendam como a tecnologia influencia as suas decisoes ¢ como
a podcm utilizar de forma consistente. Hojc, este coléquio oferece-nos a opor-
tunidade de dialogar ¢ construir solu¢des, para que a Inteligéncia Artificial
seja uma aliada na preservagio e no fortalecimento das democracias. Mais
do que nunca, precisamos de cquilibrar inovacao ¢ ¢tica, cficiéneia e justiga,
liberdade e responsabilidade. O equilibrio entre inovagio e desinformagio
nio ¢ apenas um desafio téenico, mas um desafio ¢tico, politico e social. A
tecnologia deve ser um instrumento para fortalecer os pilares da Democracia,
jamais para corro¢-los. Finalizo destacando que o futuro da Democracia de-
pende de todos nos. Ele dependera nio apenas das inovagdes que introduzi-
mos, mas da nossa determinacio em colocar o cidadio no centro de todas as
decisoes. Que este coloquio seja 0 marco na construcio desse futuro.

Agradeco a presenca de todos. Muito obrigado.

Lisboa, 25 de Fevereiro de 2025

Jos¢ Antonio Henriques dos Santos Cabral
Presidente da Comissao Nacional de Eleigées

Conferéncia “Inteligéncia Artificial, Democracia e Elei¢des”



Orador: Carlos Fiolhais
Professor emérito da Faculdade de
Ciéncia e Tecnologia da Universidade de Coimbra

A INTELIGENCIA ARTIFICIAL NUM
MUNDO EM MUDANCA

E um gosto ser convidado da Comissio Nacional de Elei¢oes. Agradeco
em particu]ar a0 Senhor Juiz Consclheiro Jos¢ Antoénio Santos Cabral a
amabilidade do convite. Ha 50 anos, lembro-me de ter sido a primeira vez
que votei. Tinha entdo 18 anos ¢, portanto, estava na altura de comecar a
votar. Mas pude votar num ambiente de grande liberdade. Agradeco-vos
naturalmente, como cleitor, tudo aquilo que tém proporcionado a mim ¢ a
todos os cidadios.

O mundo esta hoje em mudanga, mas ja estd em mudanca ha algum tem-
po. Alias; 0 mundo esta sempre em mudanga. Comeco com as palavras de
Bill Gates, o fundador da Microsoft, ¢ por isso um dos homens mais ricos do
mundo, que, em 2023, anunciou na sua pagina da internet que a Era da Inte-
ligéncia Artificial (IA) tinha acabado de comegar. Bem, era uma afirmagio
um pouco cxagcr:lda porque a expressiao <<Intc]igéncia Artificial» tem exac-
tamente a minha idade. Essa expressio nasceu em 1956, num encontro multi-
disciplinar de pessoas que tentavam uma coisa que, na altura, parecia muito
complicada, ¢ ainda ¢ bastante complicada, mas continua, apesar disso, a ser
tentada, que ¢ imitar as Capacidades humanas, em particular essa capacidade
a que chamamos inteligéncia, ¢ que nds nio sabemos definir muito bem.

Porque ¢ que surgiu este anincio do Bill Gates? Porque tinha acabado de
ser lan¢ado uma nova versio de um produto de IA cujo nome ¢ bem conheci-
do, 0 ChatGPT, que ¢ um assistente virtual (chatbor) da empresa OpenAl Sobre
esse produto o Bill Gates disse: “E tao importante como a internet. Vai mudar
o mundo”. Valera a pena esclarecer que cerca de metade do investimento des-

/ . i 4
ta empresa ¢ da Microsoft ¢, portanto, ele esta a falar como alguém que quer
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ganhar: quer mudar o mundo ¢ que ganhar com isso. Ele, de facto, ja tinha um
registo de mudanga do mundo ¢ queria muda-lo ainda mais.

O ChatGPT ¢ um programa que, de facto, surpreendeu toda a gente. Te-
nho falado com especialistas da area da TA, que eu nio sou, e cles disseram-
-me que ndo estavam A espera que um algoritmo inovador funcionasse com
tdo bons resultados. E ndo foram apenas eles que ficaram surpreendidos. O
mundo ficou surpreendido. Um milhio de utentes apareceram quase instan-
tancamente. A Netflix tinha demorado, desde que foi anunciada, trés anos ¢
meio a ter um milhao de utentes. O Airbnb 2 anos e meio. O Facebook s6 300
dias. O Sporify 150 dias. O ChatGPT conseguiu um milhio de utentes em todo
mundo em cinco dias, o que signiﬁca que estava ali qualqucr coisa que as
pessoas queriam ver ¢ queriam usar.

Vou dar um exemplo extremo de utilizagio desse tipo de TA, dita genera-
tiva. A artista norte-americana Laurie Anderson, que esta viva, esteve casada
poucos anos com outro artista, que ja faleceu, Lou Reed. Ora bem, ele morreu
¢ nio morreu, porque ela pcdiu a uma equipa de espccialistas em IA para
fazer um programa que, treinado nos poemas do ex-marido, todos os dias The
fornecesse novas criagdes. Ha varias maneiras de fazer o luto: esta ¢ decerto
muito original. E ela comenta: “Fantastico! Muito bom. Ele esta a falar comigo
de qualquer sitio”. Por outras palavras, ela tem ali mensagens renovadas todos
os dias de alguém que nio esta ca, mas que fala como se estivesse. Este caso
serve para mostrar o poder deste novo tipo de instrumentos.

Eu nao testei o ChatGPT de um modo tio extremo como o luto, mas, como
Luts de Camdes faz agora 500 anos, pedi-lhe para fazer um soneto a moda de
Camoes sobre IA. Basta escrever isto em portugucs que cle percebe. Ele fez
logo um soneto, que comega assim: “O miquina, que o engenho assim revela,/
Em ti 0 mundo inteiro se confunde,/ Pois teu saber, que a mente humana
inunde,/ Traz nova luz, mas dela nos desvela”. E decerto interessante que uma
pessoa que nio saiba o suficiente de Camées fique confundido, sem saber se ¢
mesmo ele. Nio ¢, mas sim uma maquina que leu 0 Camdes todo ¢ que o imita
como podc imitar outro autor qualqucr. O soneto termina assim; “Pois, sem
o coragio, so ha auséncia,/ E em tua frieza exata, sem cleméncia,/ O amor,
que nos faz ser, desaparece”. Esta bem escrito. Nao ¢ Camdes, mas podia ser.

Para testar o poder o programa, pedi-lhe para fazer um poema sobre o
mesmo tema a moda de Alvaro de Campos, um dos heterénimos de Fernando
Pessoa. A resposta foi uma ode muito grande, pelo que so exibo um excerto:
“Ah, a Inteligéncia Artificial,/ Maquina sem carne, sem suor,/ Sem alma ¢
sem dor,/ A grande metifora da modernidade!/ Es o espelho de tudo que
somos,/ Ou do que queremos ser?/ Nos teus circuitos, ndo ha o cansago do
ser,/ Mas ha a perfei¢io exacta do calculo./ Ah, como invejo a tua auséncia de
angdstia!/ Nio te doem as horas,/ Nio te consomem os dias pcrdidos,/ A tua
vida ¢ o presente, um presente continuo./ Tu, que pensas sem pensar,/ Que
crias sem criar,/ Que és, ¢ 20 mesmo tempo, nio ¢s,/ Es tudo o que queremos,

mas nunca seremos.” E cu ﬁCO num CStﬂdO intcrrogntivo, penso thé quc HCQ*
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mos todos assim; mas «quem» fez isto ¢ uma maquina? Sim, «quem» fez isto
¢ uma miquina, mas imita muito bem o Alvaro de Campos tal como imita
muito bem o Luis de Camées.

E imita qualquer outro autor, quer em verso quer em prosa. Eu pergun-
tei-lhe: “Faz uma frase sobre Intc]igéncia Artificial, da autoria de Ega de
Queirds”, que agora foi para o Pantedo Nacional. E ela, imitando o Ega, dis-
se-me que “a Inteligéneia Artificial ¢ como uma daquelas elegantes maquinas
inglcsas: precisa, fria, impccﬁvc] no scu funcionamento, mas absolutamente
desprovida do calor humano que anima o mais simples dos homens”. E nos
reconhecemos, nesta frase, o estilo do E¢a, que viveu no século XIX, como
todos sabem, um tempo também de grande mudanga no mundo. Além disso,
reconhecemos a nossa desconfian¢a das maquinas. A TA esta a expressar os
receios que temos.

Estamos num tempo de uma extraordindria mudanca tecnologica, mas a
mudanca que estamos a viver da automatiza¢io ndo ¢ mais do que a conti-
nuag¢io da mudancga que se iniciou com a chamada Revolugio Industrial, jano
final do século XVIII ¢, em maior medida no século XIX, em que as maiquinas
comegaram a substituir o trabalho humano. De inicio, foi o trabalho bragal, o
que nio ¢ nada de mau pois esse trabalho ¢ dificil, violento. Mas, apesar disso,
houve pessoas, os chamados ludistas, em Inglaterra, que tentaram destruir as
maquinas com o mesmo medo que ainda hoje temos (ainda ha ludistas hoje!),
que ¢ 0 medo de nos tirarem o emprego. Por exemplo, os poctas podem, se
calhar, ficar sem trabalho porque carrega-se simplesmente num botio da ma-
quina ¢ sai o poema.

A Revolugio Industrial foi das maiores mudancas da Historia, porque - os
historiadores da Economia sabem isto muito bem -, o produto interno bruto
por habitante disparou, primeiro na Inglaterra e depois no resto no mundo.
Tem subido desde entio e continua a subir. Chamamos a este processo de-
senvolvimento: a automatizagao conduziu a a]go que prezamos muito que ¢
o desenvolvimento. No inicio do século XIX, nio havia maquinas eléctricas
nem electronicas, no mas havia maquinas mecanicas, ¢ uma delas, a «<maquina
analitica» de Charles Babbagc, de 1837, que, na prﬁtica, nunca foi complcta—
da mas era um computador, era uma maquina que processava numeros, que
fazia calculos. E, para fazer os calculos que queremos, ¢ preciso especificar os
procedimentos dos calculos.

Curiosamente, foi uma senhora, Ada Lovelace, filha do poeta Lord Byron,
matematica (na altura as mulheres nio frequentavam as escolas superiores,
pc]o que tinham de ter algum tipo de ensino particular, com tutores), que tra-
duziu para inglés um texto que Babbage escreveu em francés, numa conferen-
cia em Italia, tendo ela adicionado as suas proprias notas. E foi nessas notas
que, em 1842, foi escrito o primeiro proccdimcnto de calculo, chamamos-lhe
hoje algoritmo, que se traduz, do ponto de vista informatico, num programa.
O algoritmo comegou por ser feminino: foi uma mulher que inventou o algo-

ritmo, que tanto nos preocupa hojc. E foi um contcmporﬁnco dela, o inglés
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George Boole, matematico, filosofo, autodidacta (nio frequentou o ensino
formal), que criou a légica que usamos hoje nos nossos computadores, cha-
mada logica digital. A logica digital consiste em reduzir todos os numeros e
nio so todas as palavras, todas as imagens, todos os sons - a zeros ¢ uns. Tudo
aquilo que fazemos nos nossos computadores, nos nossos teleméveis, consis-
te, no fundo, de operagdes com zeros e uns. Os nimeros ¢ o Testo 10 POstos
em forma digital de zeros ¢ uns, ¢ todas as operagoes, usando os algoritmos,
transformam séries de zeros e uns noutros.

Qual era o objectivo inicial dessa logica digital? Num seu livro inticulado
“As leis do pensamento” — atente-se no titulo — saido em 1854, Boole revela
que o seu fito era «recolher, dos varios elementos examinados no curso des-
tas investigagdes, alguma provivel sugestio a respeito da natureza e constru-
¢io da mente humana». O que cle queria, logo nessa altura, num tempo em
que nio havia computadores tal como os conhecemos, era perceber como
¢ que a nossa mente funciona. Por outras palavras, nos temos sido sempre
desde o inicio da automatizagio nao apenas o destinatario, mas também o
modelo dos engenhos.

No s¢culo XX, ja depois da Segunda Guerra Mundial, surge em 1946 o
primeiro computador digno desse nome, ja que era multitarefas: podia ser
programado A programagio dessa ma’quina — 0 ENIAC - era feita 2 mio,
mudando cavilhas, como numa central telefénica, mas o resultado era im-
pressionante para a ¢época. Funcionava a valvulas electronicas, demorando
por isso a aquecer, porque nao existia ainda o transistor. Este foi inventado
por trés fisicos norte-americanos, William Shockley, John Bardeen e Walter
Bratrain, logo no ano seguinte, em 1947. Eu, que sou fisico e por isso suspei-
to, direi que a maior Contribuigio que a fisica deu 4 humanidade em todo o
seculo XX foi a invenc¢do deste dispositivo, que basicamente ¢ um interrup-
tor, com duas entradas ¢ uma saida. O primeiro dispositivo media cerca de
trés centimetros. Hoje em dia num telemovel qualquer dos que possuimos,
o processador central tem os mesmos trés centimetros, mas inclui 18 bilides,
isto ¢, milhoes de milhdes, de transistores. S6 se pode perceber a mudanga no
mundo que ocorreu desde o fim da referida guerra sabendo que, onde cabia
um, agora cabem 18 bilides. Esta ¢ uma medida do progresso vertiginoso a
que temos assistido. E devido a esse progresso que temos hoje IA nos nossos
bolsos: uma enorme capacidade de calculo, que nio existia antes, esta nos
nossos bolsos. Democratizou-se, esta ao alcance de qualquer um. E nos somos
contemporancos dessa prodigiosa transformacgio.

Eu fui, no inicio dos anos de 1980, um dos primeiros a comprar um com-
putador pessoal para a Universidade de Coimbra e, ja nos anos de 1990, um
dos primeiros a usar um smartphone, o «telefone inteligente». Entre uma coisa
¢ outra, surgiu a internet, sob a forma da World Wide Web, de facil utilizacio.
Os cientistas inventaram a World Wide Web para entrarem nos computadores
uns dos outros, para trabalharem em conjunto, para cooperarem na resolu-

¢ao de problcmas. Na altura, niao imaginaram quc tinham criado o meio de
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haver empresas como a Amazon ou o Tinder. Tratava-se simplesmente de um
protocolo de ligagio entre computadores, de modo que a informagio passasse
facilmente de uns para os outros. Pois essa inven¢do mudou a sociedade com-
pletamente, sem os cientistas o terem plancado, o que significa que o mundo,
muitas vezes, muda sem ser de forma comandada, premeditada. Muda por-
que ha inovag¢des, surge algo no qual as pessoas encontram utilidade.

O que ¢ entdo a IA? Bem, ela procura construir sistemas que exibem um
comportamento a que chamamos intcligcntc. Mas o que ¢ ser intc]igcntc? No
fundo, a0 tentarmos imitar essa nossa capacidade, a que chamamos inteligen-
cia, estamos a tentar perceber o que ela ¢, pois nos nao sabemos bem o que
¢a intcligéncia. E decerto a capacidadc de interagir com o mundo, como eu
estou aqui a fazer: ver, falar, ver, mexer. E também a capacidade de modelar
o mundo, de fazer representacdes mentais, raciocinios do tipo simples, do
tipo «se isto entao aquilo», ou mais claborados, ¢ ¢ também. E ¢ ainda, ¢ ¢
talvez sobretudo, a habilidade para aprender ¢ adaprar-se a viver no mundo.
Se a experiéncia nos diz que uma certa ac¢ao nio ¢ a mais adequada, nos
aprendemos, fazemos diferente. Pelo menos os que aprendem, nem toda a
gente aprende logo, mas ¢ uma capacidade humana bastante generalizada. E a
capacidade criativa esta associada de perto +a aprendizagem.

A mecio do século XX, precisamente em 1950, O matematico inglés Alan
Turing, muito famoso por ter ajudado a decifrar codigos dos nazis, falou do
«jogo da imita¢io». Nio havia ainda maquinas com suficiente poder, mas a
questio que cle colocava era simplesmente a de saber até¢ que ponto uma ma-
quina podia imitar aquelas modalidades da inteligéncia humana, Pode haver
outras, a tltima das quais ¢ a consciéncia, sobre a qual sabemos muito pouco,
até porque nao estamos a ver maneira dea podcr imitar. O «teste de Turing»
consiste na indistinguibilidade entre a resposta de uma maquina e a resposta
de um ser humano. Em 1956, surgiu a expressio «Inteligéncia Artificial> num
encontro em Dartmouth, nos Estados Unidos, que reuniu grandes nomes de
varios dominios da ciéncia e da engenharia. Um deles, Herbert Simon, ha-
veria de ser prémio Nobel da Economia (em 1978), pelo que a TA tem sido
uma actividade intcrdiscip]inar desde o seu inicio. No plano desse encontro, o
matematico norte-americano John McCarthy escreveu: “Qualquer aspecto da
aprendizagem ou qualquer outra caracteristica da inteligéncia pode em prin-
C{piO ser descrito de modo que possa ser criada uma m:’tquina que a simule”.
Portanto, era o «jogo da imita¢ao» que aqueles homens (ali nio estavam mu-
lheres!), queriam fazer. Acreditavam firmemente no seu proposito: achavam
que era possivel imitar os seres humanos.

De facto, ha basicamente duas maneiras de fazer isso. Uma ¢ arranjar re-
presentagdes simbolicas para as unidades dos nossos raciocinios ¢ arranja-las
sob a forma de algoritmos. Foi o que se fez em 1997, de uma forma muito
poderosa, um supercomputador especialmente construido para o efeito, o
DeepBlue, que derrotou o campeio do mundo de xadrez, Garry Kasparov. A

partir dai, nio mais ganh:’tmos auma m:’tquina no jogo de xadrez. Os huma-
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nos nio conseguem bater algoritmos para jogar xadrez. Mas ha outra maneira,
que acabou por triunfar, ja que a estamos a ver hoje em ac¢io em programas
como 0 ChatGPT: em vez de usar representacoes simbolicas das capacidades
humanas, analisa-se aquilo que os seres humanos produziram, tentando sim-
plesmente imita-los. £ assim que funciona o ChatGPT. Leu o Camdes, leu o
Pessoa, ¢ tenta imitar o que eles escreveram.

Para alcangar esse objectivo, foi preciso, em primeiro lugar, grande poder
de calculo: tivemos de esperar que os transistores se multiplicassem; ¢, em
segundo lugar, foi precisa a World Wide Web, o repositorio da humanidade, o
enorme armazenamento da nossa memoria colectiva. Conjugando essas duas
coisas, qu:mdo clas foram viaveis tecnicamente, chcgou—sc 20 ChatGPT, um
exemplo de TA dita generativa. E a arquitectura das maquinas fez-se da ma-
neira mais trivial possivel; olhando para o interior do nosso cérebro para ver
como ¢ que este funciona.

Da biomedicina sabe-se, desde o final do século XIX, que nos temos cclulas
no cérebro chamadas neuronios, que se ligam por sinapses, numa rede muito
complcxa. Nos possul’mos cerca de 100.000 milhdes de neurdnios, e hojc ];/1 ¢
possivel ter esse nimero de unidades logicas ligadas entre si tal como os nossos
neurénios, com a diferenga que as ligagdes entre neuronios naturais sio em ni-
mero muito maior. Chamamos-lhes redes neuronais artificiais. A grandc dife-
renga entre o nosso ccrebro e as redes neuronais artificiais (0 ChatGPT assenta
em redes neuronais artificiais, ao contrario do programa que ganhou ao Kaspa-
rov) ¢ que partem cerca de 6000 ligacoes de cada um dos nossos neuronios para
os outros. Além dessa, ha outra diferenca importante. Nos cérebros humanos,
os tempos tipicos s3o de microssegundos porque sao ides que passam nas sinap-
$€8, 40 Passo que, nos computadorcs digitais, si0 clectroes, muito mais leves do
que os ides, que asseguram as ligacdes: os tempos sio muito mais rapidos, de
nanossegundos. No entanto, 0 nosso cérebro, para muitas tarefas, ¢ muito mais
cficiente do que uma maquina por causa do emaranhado de ligagdes: tem uma
complexidade quase inextrincavel.

Uma rede neuronal tem virias camadas, que comunicam umas com as ou-
tras. O prémio Nobel da Fisica de 2024 foi dado a dois cientistas que desen-
volveram redes neuronais artificiais nos anos de 1980. As redes neuronais que
permitem o ChatGPT nio sio desse tipo, mas os avangos recompensados com
o Nobel foram passos importantes no desenvolvimento que desembocou nos
grandes modelos de linguagem de que o ChatGPT ¢ exemplo. Um sistema ba-
seado em redes neuronais artificiais ¢ capaz de aprender, tal como nos. Mostra-
mos-lhes muitas imagens de cies e de gatos ¢ diz-se: isto ¢ um cio e isto ¢ um
gato. ApOs esse treino mostramos uma imagem e o sistema ¢ capaz de nos dizer
se se trata de um cio ou de um gato. Demoram menos a aprender do que nos
demoramos quando ¢ramos pequenos a aprender a diferenga entre cies ¢ gatos,
¢ com menos risco porque um cio ou um gato podem morder ou arranhar.

Os laureados com o Nobel da Fisica foram o fisico norte-americano John

Hopﬁcld co psicélogo ¢ cientista de computacao ing]és, naturalizado cana-
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diano, Gcoffrcy Hinton (este curiosamente trisneto de Gcorge Boole). E a
primeira vez que um psicélogo, isto ¢, um licenciado em Psicologia, ganha o
premio Nobel da Fisica. Ele fez depois um doutoramento em 1A, mas o seu
interesse sempre foi compreender a mente humana.

O Pré¢mio Nobel da Quimica, para esta disciplina nio ficar atras, foi dado
tambem recompensando trabalhos na area da IA: foi dado ao bioquimico
norte-americano David Baker ¢ a dois cientistas da computacio, o primeiro
inglés ¢ o segundo norte-americano, Demis Hassabi ¢ John Jumper, quadros
da empresa DeepMind, uma starcup de Londres que foi comprada pela Google.
Hassabis foi o fundador e continua a ser o CEO da DeepMind. Foi a primeira
vez que o Nobel da Quimica foi atribuido a um Cmprcsirio.

O que ¢ que a DeepMind fez? Resolveu um dificil problema da bioquimica,
tao dificil que os humanos nio o tinham conseguido resolver. Nos possuimos,
nas nossas cclulas, moléculas chamadas proteinas, que sio parte essencial da
nossa maquinaria molecular. A vida resulta em larga medida do funciona-
mento das proteinas, e as proteinas sio feitas de aminodcidos, que estao codi-
ficados nos nossos genes. Sabia-se qual ¢ a constitui¢io das proteinas, ¢ que ela
estd nos genes, mas nio se sabia porque ¢ que as proteinas tinham as formas
que tém. Com o programa informatico que a DeepMind criou, conseguiu-se no
ano de 2021 (foi a «Descoberta do Ano» de 2021 para revista Science) indicar,
a partir de uma lista de aminodcidos qual vai ser a forma da respectiva pro-
teina. Estamos a falar dezenas de milhares de 4tomos, em cadeias enroladas,
pelo que um humano nio consegue fazer essa previsio. E possivel hoje dizer
“estes sa0 os ingredientes” e apurar qual ¢ a forma, ou, a0 contrario dizer “esta
¢ a forma” ¢ apurar quais sdo os ingredientes.

Este conhecimento ¢ mais util do que dominio do jogo de xadrez. Ele
permite criar proteinas artificias, fabricar novos farmacos. Foi recentemente
inventada uma nova proteina, portanto uma proteina que a Natureza nio
«inventou», que serve como um formidavel antidoto contravenenos de co-
bras. A noticia foi divulgada por um artigo na revista Nacure, do qual David
Baker ¢ o autor senior.

Geoffrey Hinton, o Prémio Nobel da Fisica de 2024, disse em 2016: “E
obvio que vamos deixar de treinar radiologistas™. E disse-o0, baseado nos algo-
ritmos que desenvolveu para reconhecimento de imagens, porque as imagens
que um 1'adiologism consegue ver ao longo de toda a sua vida sio muitas, mas
aquelas que um sistema de IA consegue «ver» sio muito mais, proporcionan-
do diagndsticos extremamente rapidos. E indiscutivel a utilidade no campo
da satide da moderna 1A.

Termino com a questdo dos perigos da [A: sera um anjo ou um demonio?
A TA, como qualquer instrumento que criamos neste mundo, que esta em
mudanga desde ha muito tempo (apés a Rcvolugio industria], as mﬁquinas
foram primeiro mecanicas, depois elétricas e hoje sao electronicas) podem ser
usadas por anjos ou por demonios. Nio sio clas que sio anjos ou demonios,

. / . . !
mas s1im nos qUC as usamos. O anjo ou o deOHlO SOMOS Nos, pOI‘ VeZes A0
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mesmo tempo: todos nos temos uma parte de anjo ¢ uma parte de demonio.
Agora nio estou a falar com fisico, parece que estou a falar como psicologo,
mas como houve um psicologo que ja ganhou o Prémio Nobel da Fisica, per-
mitam-me que me abalance a fazer este juizo...

No mundo da TA temos medo com certeza. Por Cxcmplo, o medo de per-
der empregos, tal como no tempo dos luditas. A disponibilidade de empregos
sempre foi um problema desde a Revolugio Industrial, tendo sido compensa-
daa pcrda de alguns empregos pcla criacao de outros novos e pc]a diminuigﬁo
do tempo de trabalho. Mas agora o problema de perder empregos ¢ diferente:
dantes eram as maquinas que faziam o trabalho mecanico, mas agora, como
quase todos ja perceberam, ¢ também intelectual o trabalho que elas fazem.

Ha outros perigos da A, como, por exemplo, o da privacidade. Mas a
maior parte de nos ja desistimos do seu direito a privacidade; dar dados pes-
soais ¢ claramente perigoso, mas muitas pessoas nio sabem que ¢ perigoso, cu
proprio dou dados sobre mim que, pensando bem, nio devia dar.

Mas esses nio sio os maiores perigos da IA. O seu maior perigo ¢, no
meu entender, fazer passar por real aquilo que ¢ virtual. Por exemplo, o Papa
Francisco nio veste casacos de luxo como podemos ver em falsas imagens na
Internet ou, outro exemplo, Donald Trump ¢ Kamala Harris nio andaram
a namorar de mios dadas na praia, como aparece em filmes falsos que sur-
giram na Internet durante a campanha das elei¢oes presidenciais de 2024.
Estes deepfakes deviam ser proibidos, por serem meios de engano. Hinton foi
um dos cientistas que mais chamou a arengao O para este ¢ outros perigos da
[A. Saiu com estrondo da empresa Google, onde esteve durante uma decada,
afirmando alto ¢ bom som que a TA constituia uma ameaca social.

Outras pessoas poderio falar melhor do que cu sobre a necessidade de
regulamentagio, um processo que esta mais avangado na Unido Europeia,
que nio ¢ das regides do mundo mais avancadas no desenvolvimento da TA.
Os pal’scs mais avungados sio os Estados Unidos e, em crescimento répido,
a tomar a dianteira, a China. A China, neste momento, ja ¢ lider na pro-
ducio cientifica ¢ também no registo de patentes na arca da TA. O nimero
de artigos que estdo no top dos mais citados nessa area ]a/ sio chineses, e nio
norte-americanos. O chatbor chinés DeepSeek, custando muito menos, faz o
mesmo ou mesmo mais que o ChatGPT. Estando acesa esta rivalidade cientifi-
co—tccno]égica entre a China e os Estados Unidos, a economia ¢ a gcopoh’tica
mundial estio a mudar.

A TA tem sido usada em varias eleicoes. Todos ouviram falar o escandalo
da Cambridge Analytica, a empresa que roubou dados do Facebook com perfis
de pessoas, ¢ que, entretanto, acabou. Os dados foram usados no referen-
do do Brexit no Reino Unido e nas elei¢des presidenciais norte-americanas
de 2016. Mas, nas Clcigécs prcsidcnciais da Roménia realizadas no final de
2024, Cilin Georgesc, um candidato pro-russo vindo do nada, ou melhor,
vindo do TikTok, impulsionado por uma campanha alegadamente russa que

tera custado apenas 100.000 dodlares (o Vice-Presidente dos Estados Unidos,
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J. D. Vance, disse num encontro em Munique o preco; ele dispoe de servi-
cos secretos que o podem ter informado), ficou a frente inesperadamente na
primeira volta. Esta elei¢ao foi prontamente anulada pelo Tribunal Consti-
tucional da Roménia por ter havido transgressoes a lei eleitoral. Eu nio sei
se houve ou nio, ¢ um bom assunto de discussio saber sc as elei¢oes foram
bem ou mal anuladas. Provavelmente houve manipula¢io. Mas, em quaisquer
cleicoes, nao ha sempre manipulagio, de uma ou de outra forma? O que sio
as campanhas cleitorais senio tentativas de convencer os eleitores, usando as
mais variadas maneiras, incluindo as modernas redes sociais? Por um voto se
ganha ¢ por um voto se perde. O curioso nestas eleicdes ¢ que o primeiro-mi-
nistro social-democrata Marcel Ciolacu ficou em terceiro lugar por escassos
14.000 votos de diferenca, ou seja, por 0,02% dos votos. Nem sequer passou a
segunda volea, que foi anulada (as eleicoes serdo repetidas em Maio de 2025).
Portanto, o resultado tera sido para a]guns inconveniente: nio sé o candidato
mais bem classificado tinha posi¢oes pro-Putin, como o seu adversario mais
directo ficou em terceiro lugar, sendo excluido de disputar a ronda decisiva.

Neste mundo em acelerada mudanga, deviamos pensar seriamente no que
¢ permitido fazer e no que nio ¢ permitido fazer com ferramentas de IA em
processos cleitorais, lembrando sempre que os «donos» das maquinas somos
nos: para 0 bem e para 0 mal, elas estdo a0 nosso servico. Tem de haver obvia-
mente alguma regulacio do que fazemos com elas. E o problema ¢: seremos os
«donos» de nos proprios? Até que ponto seremos «donos» de nds proprios?
Quem nos defende dos «donos disto tudo»? Isto ¢, sendo as cleicoes expressio
da liberdade, quem condiciona ilegitimamente a nossa liberdade? E como os
poderemos impedir?

Carlos Fiolhais
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A REGULAMENTAGAO DA
INTELIGENCIA ARTIFICIAL

Muito bom dia a todos. Permitam-me comecar por dar os parabéns a
Comissao Nacional de Elei¢des pelo seu 50.2 aniversario, na pessoa do Senhor
Juiz Conselheiro Jos¢ Santos Cabral, que eu aqui cumprimento ¢ a quem
muito agradeco o convite para estar hoje aqui presente. Quero também cum-
primentar os demais membros deste painel, bem como todos os que nos assis-
tem a distancia e os que se encontram presentes aqui na sala, na Faculdade de
Direito de Lisboa, sendo que ¢ um prazer que seja esta a casa que nos acolhe
neste tema tio relevante e tao atual.

E, sem mais demoras, irei comegar a minha apresenta¢io sobre a regula-
mentagio da Inceligéneia Artificial. O meu objetivo serd apenas o de levantar
alguns temas para reflexio, uma vez que nio pretendo trazer apenas uma
visio do Direito Positivo, mas sim apresentar os principais fatores que nos
poderio guiar quanto a melhor forma de lidar com o tema da regulamentacio
desta nova realidade.

Para o efeito, sigo uma sequéncia relativamente simples. Primeiramente,
irei destacar — embora jﬂ tenha sido, ¢ muito bem, referido na anterior apre-
sentacao — as potencialidades da Inteligéncia Artificial e demonstrar como
esta pode ser utilizada em sentidos completamente opostos. Seguidamente,
situarei estas potencialidades no contexto historico particular em que nos
encontramos, que torna a Inteligéncia Artificial mais decisiva, e torna mais
importante uma tomada de posi¢io quanto a forma de abordar esta nova tec-
nologia. Num terceiro momento, iremos entio responder ou tentar dar pistas

que nos permitam responder ;1 pergunm “regu]amenmr ou nao regulamentar
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a Inteligéncia Artificial?”, terminando, depois, com consideragoes finais, em
jeito de conclusio.

Bom, ja foi amplamente ilustrado na anterior apresenta¢io — e muito bem
— que a Inteligéncia Artificial pode ser utilizada em sentidos totalmente di-
Versos, corporizando o tal anjo ou demodnio, como bem terminou o Senhor
Professor Carlos Fiolhais. Se ¢ verdade que poderemos utilizar a Inteligéncia
Artificial para erradicar a fome, tratar doengas, reverter as mudangas cli-
maticas, eventualmente contribuir decisivamente para a harmonia e a paz
no mundo, também temos, de facto, o lado oculto da Inteligéncia Artificial,
que pode ser utilizada para a violéncia, para a criminalidade, para espalhar a
fome, 0 medo, o terror, a morte. Ja sabemos que nio ha tecnologia boa ou ma.
Desde os inicios das tecnologias digitais que ¢ discutido, inclusivamente nos
tribunais, que o que ¢ relevante ¢ a forma como utilizamos a tecnologia. Mas
o facto de termos uma tecnologia tio poderosa, neste momento historico, ¢
algo que nos for¢a a tomar decisdes.

De facto, temos de atender ao contexto especifico em que nos encontra-
mos. Vivemos um momento que nos exige a tomada de grandes decisdes, um
momento de viragem no mundo. Digamos que até estamos perante a consti-
tuicio de uma nova ordem mundial, em que verificamos que a democracia,
um valor tio importante, nomeadamente para o mundo ocidental moderno,
se encontra, de facto, em risco. E encontra-se em risco exatamente porque as
institui¢des que a suportam encontram-se vulneraveis, tais como a separagio
de podcrcs, a indcpcndéncia dos tribunais e a liberdade de imprensa. Muitos
dos valores que sustentam a democracia encontram-se agora em ebuli¢io ¢ a
ser colocados em risco, como podemos verificar. O proprio contexto geopo-
litico determina que este ¢ 0 momento para tomarmos uma posicio sobre
Inteligéncia Artificial, porque essa posi¢io pode ser decisiva para o nosso
futuro, nao s6 na Europa mas no mundo, uma vez que os Estados esto a uti-
lizar a Intcligéncia Artificial como forma de projetar o scu podcr. E, de facto,
a Inteligéncia Artificial ¢ uma ferramenta poderosa para a projecio de poder
¢ para o exercicio de poder.

Entio vejamos. Eu também sou profcssora da Academia Milicar (descul-
pem-me esta visio um pouco militar ou belicista da questio) e nio consigo
deixar de analisar este tema e, em particular, as potencialidades da Inteligén-
cia Artificial, nomeadamente para projetar ¢ exercer o podcr entre os Esta-
dos, sem 0 enquadrar em algumas das principais teorias milicares, como seja a
que distingue as operagdes baseadas na destcruicio das operagoes baseadas em
cfeitos. As operagoes baseadas na dcstruigio $20 as operagoes militares mais
basicas, que apostam na morte de pessoas ¢ na destrui¢io de infraescruturas
fisicas do adversario. As operacdes que tém como objetivo matar ¢ destruir
infraestrucuras fisicas podcm encontrar na Intcligéncia Artificial um podc—
roso instrumento. Existem ja varias tecnologias que auxiliam nesse sentido,
podendo inclusivamente atuar sem direto controlo do homem, sendo que a

tendéncia sera a de apcrfci(;oar €ssas tccnologias c rcforgar as suas capacida—
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des, 0 que podera conduzir a que, por exemplo, mais tarde venhamos a ter
humanoides a servir de soldados. De igual forma, a intc]igéncia artificial podc
dar grandes contributos no dominio dos ciberataques ou ciberincidentes, que
tém ja um papel muito importante no relacionamento entre os Estados, quer
quando existam conflitos armados, quer quando existam meras tensdes ou
controversias. Temos uma grande parte do globo em paz sem prejuizo de,
no contexto dessa paz, os Estados terem comportamentos hostis atraves do
Cibcrcspago. ]1’ sabemos que a Intcligéncia Artificial tem aqui, de facto, um
grande papel a desempenhar, nomeadamente porque uma grande parte das
infraestruturas, inclusivamente infraestruturas criticas — pensem em barra-
gens, em centrais clétricas, mas também no sistema bancario, e outros — as-
sentam, hoje em dia, em sistemas eletronicos e, portanto, estio vulneraveis
a ataques que podem ser extremamente nocivos, podendo ter um impacto
mMUuito Negacivo no nosso dia a dia.

Mas em que tipo de operagdes ¢ que a utilizacio da Inteligéncia Artificial
nos devera preocupar mais? Nas chamadas operacoes baseadas em efeitos.
Estas consistem em operagoes militares mais Complcxas, que procuram cvitar
o uso da forca. Procuram poupar a vida dos soldados, a vida dos militares,
procurando mudar a mancira de pensar do adversario sem chegar ao uso efe-
tivo da for(;a. Entio ¢ aqui que a Intcligéncia Artificial se tem demonstrado
um trunfo, e um crunfo decisivo.

A ttulo meramente ilustrativo, refira-se que no nosso dia-a-dia estamos
rodeados de dispositivos tccnolégicos que recolhem um grandc manancial de
informagio nossa, permitindo um conhecimento da forma como atuamos e até
da forma como pensamos, nomeadamente pelo acesso aos gostos que revelamos
nas redes sociais, pclas aplica(;écs sobre 0s nossos animais de estimagao, ou pclo
acesso a0s nossos contactos, conhecendo quantas vezes fazemos exercicio fisico
¢ que tipo de contetdos observamos e durante quanto tempo os observamos,
entre outros. Tudo isso podc ser recolhido por estas tccno]ogias que utilizamos
diariamente, sobretudo a medida que os nossos objetos de uso diario e casei-
ro sdo, eles proprios, transformados em instrumentos digitais. Anteriormente
ana]égicos, passam agora a ser, cada vez mais, digitais. O primeiro momento ¢o
momento de recolha de informacio, quase sempre de dados pessoais, mas nio
apenas de dados pessoais, porque podemos estar a falar de informacoes que nio
permitem a idcntiﬁca(;io de pessoas singularcs ¢ que, portanto, nao sao dados
pessoais, sem que deixem de ser extremamente valiosas. E sio essas informagdes
que, em conjunto, permitem depois, num segundo momento, apos a recolha,
construir a informagﬁo — falsa ou niao — pertinente para direcionar a cada pes-
soa, de acordo com o seu perfil psicolégico. E possivel criar um perfil psicoldgi-
co de cada um de nos através da informacio recolhida no primeiro momento, e
dcpois, num scgundo momento, direcionar a informugio necessaria para obter
uma altera¢o ou um refor¢o da nossa opiniao em cada tema.

Sao varias as atividades aqui relatadas neste exemplo, a titulo iluscrativo,

que podcm assentar ¢ normalmente assentam na utilizagﬁo da Intcligéncia
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Artificial, quer no momento da recolha da informacio, quer na construgio
do pcrﬁ] psicolégico para, scguidamcntc, direcionar informagécs Cspcc{ﬁcas
para cada um dos respetivos perfis psicologicos. A utilizagio da Inteligéncia
Artificial direcionada para o controlo de comportamentos ¢ ja uma realidade,
por Cxcrnplo7 na China, como seja nos sistemas de Classiﬁcagio do compor-
tamento social de cada um dos individuos; ou na captacio das emogoes em
sala de aula, para controlar cada um dos alunos e selecionar o seu percurso no
ensino. Temos também outras uti]izagécs, que ]a/ Nnao sao apenas ficcionais,
apesar de, em parte, irem ao encontro do que se retrata no filme Minority
Report, permitindo a previsio de comportamentos no futuro, inclusivamente
a previsiao da pritica de crimes, com vista a podcr atuar de forma preventiva.
E temos, conforme ja foi referido ha pouco na anterior apresentag¢io, a pos-
sibilidade de manipular a opinido publica, com vista a obter determinados
fins, nomeadamente em clei¢des ou em referendos. Temos, alids, exemplos de
investigacoes que apontam nesse sentido, no Brexit ou nas eleigées de 2016 nos
Estados Unidos, entre outras.

Entendo mesmo quec as C]Cigécs que nao tém interferéncia de sistemas de
Inteligéncia Artificial com vista a manipular opinides sio a exce¢do. Seria
mais dificil encontrar exemplos, mais raros, de eleicoes que nao tém interfe-
réncia de sistemas de Intcligéncia Artificial com vista a procurar manipular
a opinido publica. Todos nos somos vitimas dessa manipulacio, que ¢ cada
vez mais gravosa ou perigosa, a medida que a teenologia se vai apurando ¢ nos
dificulta a destringa entre o que ¢ verdadeiro ¢ falso. Por exemplo, através das
deepfakes poderemos at¢ apagar uma memoria coletiva. A partir do momento
em que ¢ possivel eriar videos ou fotografias que nio permitem apurar, numa
primeira analise, se Corrcspondcm a imagens ou sons verdadeiros ou falsos,
podemos mudar toda uma memoria coletiva, apagando a existente e substi-
tuindo por uma falsa. E nds, seres humanos, baseamo-nos em narrativas, so-
bretudo para tomar decisdes, para formar a nossa opinido. E esta ¢, a meu ver,
a maior ameaca que enfrentamos atualmente em rela¢io aos nossos valores
europeus, a prote¢io dos direitos fundamentais, a protecio da democracia.

E reparem, esta ¢ a forma mais intc]igcntc paraum adversario utilizar a In-
teligéncia Artificial. Seguindo os ensinamentos do classico livro de estrategia
militar, do s¢c. V a.C., que ¢ muito citado ainda hoje na doutrina milicar, inti-
tulado “A Arte da Guerra”, de Sun Tzu, a melhor forma de superar o inimigo
sera aquela que ndo usa a for¢a, derrotando o inimigo e fazendo-o render sem
o uso da forca. E qual a melhor forma de levar o adversario a render-se que
nio seja mudar a sua forma de pensar, convencendo-o através de narrativas
— que poderio ser falsas — a mudar o seu comportamento ¢ a adequar-se aos
nossos interesses? Para tal, teremos de conhecer previamente o inimigo, atra-
vés da tal recolha de informagoes. Conforme os ensinamentos de Sun Tzu,
para vencermos o inimigo, primeiro temos de nos conhecer a nos proprios e
de conhecer o inimigo. E, com estas ferramentas de Inteligéncia Artificial, de

facto ¢ possfvcl conhecer muito bem os nossos inimigos.
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Entio, a grande questio: regulamentar ou nio a Inteligéneia Artificial?
De facto, esta ¢ uma questio que tem que ser respondida. Nao podemos he-
sitar neste momento. Temos de tomar uma posi¢ao, decidindo se regulamen-
tamos ou nio a Inteligéneia Artificial. E uma questio muito dificil ¢ dificil
porque temos de Cquilibrar a necessidade de inovacao, de desenvolvimento
das tecnologias baseadas na Inteligencia Artificial, com a prote¢io dos nossos
valores fundamentais, porque sio estes valores que caracterizam a Europa ¢
s3o mesmo desta identitarios. A Europa ¢ outros p:u/scs do mundo ocidental
pretendem distinguir-se pelos seus valores de protecio dos direitos funda-
mentais, de democracia, separa¢io de poderes, independéncia dos tribunais,
entre outros. E sdo estes valores que tém de ser protegidos através de uma
regulamentac¢io que eu diria minima. Entendo que devemos ser minimalis-
tas nessa rcgulamcntagﬁo. E entendo que houve uma visio minimalista no
chulamcnto da Intcligénciﬂ Artificial que enerou em vigor no ano passado,
em 2024, ¢ que vem estabelecer varias camadas de riscos decorrentes da utili-
zacao de sistemas de Inteligéncia Artificial, estabelecendo que determinados
tipos de tccnologias assentes na Intc]igéncia Artificial devem ser totalmente
proibidos, nomeadamente os que manipulam a nossa consciéncia de forma
subliminar, sem que disso nos apercebamos. Esta ¢, a titulo de exemplo, uma
das tccno]ogias proibidas de acordo com o chulamcnto da Intc]igéncia Ar-
tificial, assim como aquelas que procedem a classificacao dos nossos compor-
tamentos sociais (enfim, alguns dos exemplos que dei ha pouco estao abran-
gidos nas proibigécs). QOutras tccnologins que também oferecem riscos nio
sao proibidas, mas antes sujeitas a determinadas cautelas, a certos controlos
prévios ou a obrigacdes de transparéncia, de forma a assegurar que os direitos
fundamentais, entre outros valores, nio sio pura ¢ simplesmente violados.

Esta ¢ uma perspetiva que, a meu ver, sera correta. Mas sera que deve-
remos regulamentar para além deste tipo de classificacio dos riscos dos sis-
temas de Intcligéncia Artificial, e comegar a rcgulamcntar, por Cxcmplo, a
responsabilidade civil decorrente de atos ou omissoes resultantes da comer-
cializacio ou utiliza¢io de sistemas de Inteligéncia Artificial, assim como
outros aspetos que poderio colocar a sociedade mais desprotegida perante
estes sistemas? A verdade ¢ que ha, de facto, muita discussio em torno deste
tema, com a industria assente em tecnologias claramente a opor-se a uma
maior regulamentacio.

Ha pouco foi referido pelo Senhor Professor Carlos Fiolhais que a China
esta a frente do desenvolvimento da Inteligéncia Artificial. Nao ha duvida
nenhuma de que a China, ¢ os Estados Unidos, mas sobretudo a China, esta
a frente na corrida para o desenvolvimento da Inteligéncia Artificial. E esta a
frente porque pura e simplesmente nio regulamenta no sentido de proibir, no
sentido de restringir, ou impondo condicionamentos, burocracias, condigécs.
Desde logo, porque a legislacao de protecio de dados pessoais ¢ de outros
dados nio foi gizada de forma a criar entraves ao desenvolvimento da Inte-
]igéncia Artificial na China. Nio ha essa preocupagao de protecao de certos
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valores que entendemos essenciais aqui na Europa, ¢ essa visio, de facto, tem
sido o campo fértil, ¢ a autoestrada de desenvolvimento da Intc]igéncia Artificial.

A Inteligéncia Artificial alimenta-se de dados. E essencialmente com uma
grande quantidade de dados que se consegue desenvolver a Inteligéncia Ar-
tificial, ¢ a Unido Europeia tem, de facro, rcstringido, rcgu]amcntado muito
a utilizac¢io de dados. Penso, por exemplo, no RGPD (o Regulamento Geral
sobre a Protecio de Dados), o famoso RGPD, que constitui, por si sO, uma
pega que parece afastada do tema da Intcligéncia Artificial, mas que sc apre-
senta como um dos maiores bloqueios ao desenvolvimento destas tecnologias,
porque exige o cumprimento de varias condi¢oes, ou exige varios requisitos
para que os dados sejam recolhidos e sejam manuseados.

Portanto, a pergunta que se coloca ¢: deve a Unido Europeia, para aléem
desta visio minimalista do Regulamento da Inteligéncia Artificial, avancar
no sentido de mais rcgulamcntagﬁo? Ou devera, pclo contrario, suavizar, ¢
at¢ mudar algumas das regras que hoje em dia ja tem em vigor, para facilicar
o desenvolvimento da Inteligéncia Artificial? A verdade ¢ que ja temos no-
tado, muito recentemente, agora neste mesmo mes de fevereiro de 2025, uma
ligeira inversao na tendéncia regulamentar da Unido Europeia nesta matéria.
Ja sabemos que a Unido Europeia ¢ conhecida por regulamentar muito todos
os temas, ¢ também o faz em relagio as tecnologias. Criou uma proposta para
regulamentar as especificidades de responsabilidade civil extracontratual por
danos causados pela comercializagio e utilizagio de sistemas de Inteligéncia
Artificial, mas esta proposta foi abandonada muito recentemente, no passado
dia 11 de fevereiro. Nesta data, a Comissio Europeia comunicou, ao adotar o
plano de trabalhos, que ja nio iria prosseguir com essa proposta, uma vez que
nao haveria consenso suficiente no seio da Unido Europeia para avangar com
legislacao adicional sobre a Inteligencia Artificial. E esta mesma posicio foi
repetida varias vezes na cimeira mundial que teve lugar, muito recentemente,
em Paris sobre a Intcligéncia Artificial. Nesta cimeira, o Presidente franceés
Macron pronunciou-se expressamente contra a regulamentacio, como forma
de criar as condi¢oes necessarias para o desenvolvimento das tecnologias as-
sentes na Intcligéncia Artificial. Esta posicao 1'cf0rg9. o entendimento de que
¢ 0 excesso de regulamentag¢io no espago da Unido Europeia, em particular,
que tem bloqueado o desenvolvimento destas tecnologias tio importantes
para permitir alguma supremacia ou, pclo menos, a nao subjugagﬁo da Uniio
Europeia ao resto do mundo.

Bom, e para terminar — julgo que estarei mesmo a finalizar o meu tempo,
que estou a tentar cumprir a risca — deixo aqui estas reflexdes. De facto, ¢
necessario, face a certas utilizagdes maliciosas dos sistemas de Inteligéncia
Artificial, impor alguns limites a sua utiliza¢io. O meu entendimento ¢ o de
que csses limites devem ser minimalistas, apenas cirt’lrgicos, exatamente nos
pontos em que possa haver uma clara e grave viola¢ao de direitos fundamen-
tais ou outros valores centrais. Claro que, havendo uma proibiciao, também

temos de nos interrogar sc ha meios e formas de fiscalizar ¢ de impor, efeti-
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vamente, essas proibicdes. Também existem dificuldades nesta vertente, da
possibilidadc de fiscalizar ¢ ap]icar efetivamente essas restricocs, sobretudo
quando as ameagas estejam fora da Unido Europeia, venham de entidades ex-
ternas a Unido Europeia (por exemplo, estejam em aplicacoes que descarrega-
mOos NO NOSSO cquipamento sem que haja meios de posteriormente sancionar
a entidade originaria).

Tém de existir estimulos a inovagao. Nio basta que haja estimulos em
termos monetarios. E necessdrio que haja um estimulo em termos de enqua-
dramento legal, suavizando determinada legisla¢ao, nomeadamente na forma
como os dados podem ser manuseados, os dados enquanto principal alimen-
to, o grande alimento, da Inteligeéncia Artificial. E, muito importante, nio
pode ser esquecida, ja fora do campo legal, a sensibilizagio dos utilizadores.
Primeiro que tudo, todos nds temos de perceber que somos potenciais viti-
mas, todos nos, de uma manipulagio que podera ter efeitos muito gravosos na
nossa democracia ¢ na nossa vida.

E com isto termino. Muito obrigada.

Sofia de Vasconcelos Casimiro
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Oradora: Luisa Meireles
Diretora de Informacdo da Agéncia Lusa

MEDIA, COMUNICACAO SOCIAL E ELEIGOES

Muito obrigada a todos, muito obrigada a Comissiao Nacional de Eleicoes
por me ter convidado para partilhar alguns dos meus pontos de vista ¢ das
minhas preocupagdes em relagio ao mundo atual, na medida em que a Co-
municacio Social — ¢ os jornalistas - estdo na linha da frente deste combate,
¢ s3o também os primeiros alvos a abater.

Antes de mais, ¢ at¢ para dar um enquadramento ao que pretendo falar
aqui, gostaria que passassem o video que eu escolhi.

[Video gerado por Inteligéncia Artificial divulgado por Donald Trump,
relativo a transformagﬁo da Faixa de Gaza num destino curistico de luxo]

Nio vou fazer comentarios sobre o seu contetdo, que ¢ extraordinario,
nem mesmo sobre o biblico bezerro de ouro que aqui toma a forma de uma
gigantesca estatua de ouro de Donald Trump.

Trouxe aqui este video, porque, efetivamente, nele esta tudo: a desordem
do mundo moderno e a nossa estupefacio perante ele, a comunicagio social -
porque isto ¢ comunica¢io -, a desinformagio (ou propaganda, ou o arroubo
imaginativo do Presidente americano) e, finalmente, a inteligéncia artificial.

Este ¢ 0 mundo de hoje, 0 nosso mundo, o mundo da democracia digital
versus a democracia analdgica. Poderemos interrogar-nos sobre o conceito
de democracia digital, eu diria que ¢ o mundo dos votos eletronicos, bots e
hackers vs os boletins de voto, das deepfake vs a propaganda, dos ciclos de no-
ticias de 24h sobre 7 dias vs o telejornal das oito da noite, da democratiza¢io
das narrativas (em que cada um de nos ¢ cidadao-jornalista) vs o jornalismo
profissional, da falta de liberdade de imprensa vs a liberdade de imprensa, do
feedback instantanco e online aos politicos vs os resultados eleitorais. Enfim,
o desencanto da democracia representativa vs a confianga. E muito mais coi-

sas, naturalmente.
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Sabemos que a interferéncia digital se transformou numa normalidade ¢
que a polariza¢io da sociedade, que também dai decorre, se tornou uma reali-
dade crescente. Tambeém aqui na nossa Europa percebemos como isto atingiu
patamares desconhecidos.

Ainda agora, a propésito do terceiro aniversario da invasao da Ucrania
pela Russia, vieram a publico noticias sobre a¢des de desinformacio, com
exemplos extraordinarios nas redes sociais sobre falsifica¢des de manifesta-
¢ocs, usando logétipos de jornais de referéncia.

Nas recentes eleicoes alemas, nas quais o partido da extrema-direita, AfD,
alcancou um pioneirissimo segundo lugar, a escassos 8% de votos do vencedor,
a CDU, foi revelado que no X, cujo proprictirio ¢ Elon Musk, que como sa-
bemos, “militou” ativamente pela vitoria da AfD, foram publicadas, por dia,
durante a campanha eleitoral, 200 mil noticias falsas. Isto ¢ qualquer coisal

Ainda relativamente as Clcigécs alemis, scgundo 4 0Tganiza¢ao nao-gover-
namental Global Witness, os algoritmos de recomendacio de contetddos das
redes sociais X ¢ TikTok favoreceram os contetidos da extrema-direita a este
nivel. No TikTok, 78% do conteddo politico ¢ favoravel a AFD, 6% a CDU ¢
8% aos sociais-democratas SPD ¢ Verdes, todos juntos. No X, a percentagem
representativa da AFD ¢ de 64%, da CDU 5%, do SPD 18% ¢ dos Verdes 14%.
Sé na rede social Instagram ha um maior cquih’brio, com 59% das publicagécs
remetendo para a direita ¢ 41% para a esquerda.

Poder-se-ia dizer: e qué? Se ha uns partidos da extrema-direita que traba-
lham as redes sociais melhor que outros (¢ nds temos aqui em Portugal um
exemplo), os da direita, do centro e da esquerda que aprendam a fazé-lo tao
bem quanto os outros. S6 que o problema nio esta ai apenas, esta mesmo na
intcligéncia artificial, ou s¢ja, no algoritmo que ¢ concebido para favorecer
umas politicas em detrimento de outras, com as consequéncias que nos ja
comegamos a pressentir nas nossas sociedades. Ou seja, emogio, polarizagio,
radica]izagio, odio.

Lamento dizé-lo, mas isto vai mesmo piorar. De acordo com os dados do
tltimo estudo do Center for Countering Digital Hate — CCDH (Centro de Com-
bate ao Odio Digital), uma organizagao americana, o anunciado abandono
pela Meta do seu programa de verificagio de factos e dos seus sistemas de
detecio do discurso do ddio podera resulear na cessacao de 97% do seu atual
trabalho de modcmgio. Ou seja, vai haver uma “onda gigante” de contetdos
prejudiciais aos utilizadores da Internet.

Foi pouco antes da tomada de posse de Donald Trump que Mark Zucker-
bcrg, dono da Meta, anunciou que “ia livrar-se dos verificadores de factos ¢
substitui-los por notas da comunidade” As elei¢des, para Mark Zuckerberg,
marcaram um “ponto de viragem cultural” que da “prioridade a liberdade
de expressao”. Jeff Bezos, o dono do Washington Post, fez o mesmo relativa-
mente aos artigos de opinido que sio publicados no jornal, que deixaram de
ser diversificados, ¢ passaram a ser apenas sobre a “liberdade”. Liberdades e
liberdade de mercado. Viva a liberdade!
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Assim, a liberdade de expressio ¢ maxima para a verdade, mas também
para a mentira, 0 €ngano, a falsidade, a dcturpagio. O pior ¢ isso. NOs temos
exemplos la fora, muitissimos, ¢ percebemos que, como alguem disse, ha uma
diferenca significativa entre um sistema politico que tolera uma dose modesta
de falsidade, a um outro que mente de maneira tio excessiva que cria uma
patologia que compromete o proprio sistema. E ¢ disto que se trata.

Também temos exemplos i dentro. Na campanha para as eleicoes legis-
lativas do ano passado, foram descobertos pela primeira vez em Portugal,
indicios de interferéncia externa contra o PSD e o PS, atraves de videos pagos
que apontavam para uma empresa, aparentemente com sede no estado norte-
-americano do Delaware, impossivel de rastrear.

Esta pesquisa - feita pela equipa do MediaLab do ISCTE-IUL, em parceria
com a Lusa - permitiu detetar que esta empresa surgiu também associada a
conteudos poh’ticos ¢ desinformativos em sitios tio distantes como Singa-
pura, Romeénia ou Panama que, tal como Portugal, tiveram elei¢des no ano
passado. Ou seja, estamos a falar de desinformacio deliberada.

Nos sabemos que informagio ¢ podcr. A dcsinformagio também ¢ A
desinformacio sempre existiu. A diferenca atual ¢ que a internet, as redes
sociais, as novas ferramentas digitais permitem que elas se espalhem a uma
velocidade nunca vista, ¢ mais 1ongc ainda. E por isso que isto afeta nio so as
nossas vidas, o debate publico e, por via disso, as decisoes politicas. Ora, hoje
¢ muito facil manipular videos, audios, textos, enfim, o que for. E ¢ barato.

A Dark Web é um mundo para]clo. Em 2018 (sio os tltimos dados que con-
segui obter), a TrendMicro, uma empresa americana lider em ciberseguranca,
dava conta que, para criar uma celebridade bastavam 2400 €, para desacre-
ditar um jorna]ism 50.000 € ¢, para instigar protestos de rua, 180.000 €.
Para manipular uma elei¢cio bastavam uns escassos 360.000€. Nio ¢ preciso
ser muito rico. Com o advento exponencial da inteligencia artificial, eu nio
duvido quc scja ainda mais baraco, mais simplcs ¢ com mais atores envolvidos.

Mas a par das noticias falsas, existem também noticias imprecisas. Isto re-
mete para o jornalista, para a minha profissao, para a minha qualidade. Mui-
tas vezes por falta de recursos, por falta de tempo, ou por falta de preparacio
tambem, ou de competéncias adequadas, a informagio e a verifica¢io nio sio
corretas. Nos sabemos, pelas sondagens (¢ por nds proprios) que a maioria dos
cidadios esta preocupada com as noticias falsas. Mas, paradoxalmente, os es-
tudos sobre as praticas digitais mostram que a velocidade com que acedemos,
avaliamos ¢ partilhamos os contetdos online ¢ de apenas alguns segundos:
cerca de 45% dos utilizadores que acedem a um artigo online abandonam-no
ao fim de 15 segundos, e mais de 60% nio retornam. Como fazer, como alterar
isto? Sinceramente, nio sei. Nio sei como ¢ que ¢ possivel alterar esta situagio
porque ¢ impossivcl que a sociedade, como um todo, desista das redes sociais,
desista da modernidade, desista da nova revolugio.

Antigamente - nos sabemos que assim era - os valores eram moldados ¢

a]imcntados por informagécs correcas ¢ aprofundadas quc também cram pu-
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blicadas na imprensa. Eram os tempos em que a comunicacio social exercia a
fungﬁ.o de gate keepc‘r. Mas isso acabou. As infbrmagécs falsas de hojc minam
esses mesmos valores ¢ esse impacto traduz-se frequentemente na profusio de
teorias da conspiracio.

Pensando no reflexo de tudo isto na comunicacao social, o invcstigador ¢
professor do ISCTE, Vania Baldi, deu a conhecer um termo muito interessan-
te ¢ que vale a pena fixarmos: as infopinions. Ou scja, no processo de polémicas
constantes ¢ disputas acaloradas em que muitas vezes se transformou o nosso
ciclo noticioso das 24h sobre 7, as agendas mediaticas acabam por reproduzir
um cenario repleto de conjeturas, colando as noticias ao registo de alusoes,
previsoes, opinidcs, ou pcrspctivando as informagécs a partir de opinides que
refletem as opinides sobre as opinides de factos. Estas opinides sio depois
reproduzidas de forma fragmentada em conversas nas redes sociais.

A verdadeira moeda de troca em po]ftica sa0 as opinides, ¢ que podcm
ser volateis, rudimentares, ambivalentes, tudo o que nos quisermos, ¢ nio os
factos solidos e irrefutaveis. Hoje em dia, estes contam pouco. Mas se os factos
nio curam tudo, pelo menos sio importantes.

Por isso queria trazer aqui uma outra questio que sc coloca hoje em dia:
a literacia digital, literacia mediatica, a verificacio de factos, tio importante
nos tempos que corren.

Quando falamos de informacio e de jornalismo, ¢ necessario percebermos
que a verificacio de factos esta no core business da profissio de jornalista. Os
jornalistas tinham a funcio de, na busca da verdade, ou da parcela de ver-
dade que ¢ possivel descobrir (e ¢ uma tarefa bem dificil!), estabelecer um
chao comum de factos, que nos permita, enfim, a vida em sociedade. Quando
deliberadamente se combatem os media tradicionais, esta deliberadamente a
acabar-se com a verdade jornalistica, que inclui a verifica¢ao de factos.

A verificacio de factos ¢ cada vez mais necessaria, se atentarmos na preca-
riedade da nossa comunicag¢ao social, que se tornou muito vulneravel devido
a crise economica. Os exemplos dos jornalistas com pouca experiéncia e as
redacoes cada vez mais jovens indicam uma deterioracio da situagio. O pro-
blema nio esta nos jovens, claro, o problema esta no afastamento dos outros.
E ¢ por isso que, ao refletirmos sobre a profissio jornalistica, ¢ natural que
nos preocupemos com as suas condi¢des laborais e formativas, porque elas
estio sob ataque. E estao mesmo.

Ainda ontem, o Presidente da Republica falou da possibilidade de os
jornalistas se tornarem “invisiveis” na maior poténcia do planeta. E cito-o:
“Quando o Presidente da mais antiga e mais reputada como forte democracia
acaba de fazer saber quais sao os jornalistas autorizados a colocar perguntas
nas conferéncias de imprensa, esta tudo dito. A partir deste momento, nin-
guém, verdadeiramente, 1'cspcitando 0s cédigos ¢ticos, se sente bem partici-
pando numa conferéncia de imprensa, num encontro com responsaveis do
poder de uma democracia, sabendo que s6 ele, e nao os outros que estio na

Sﬂ]:l é quc tél’l’l autorizagﬁo para E{ZCI‘ pCI'gUl’ltElS. Os jornalistas passam a ser
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invisiveis. Podem estar la, mas fazem figura de corpo presente”. Como dizia o
Presidente da chlﬁblica, sO falca mesmo que o chefe do executivo americano
faca as perguntas para dar as respostas que quer dar.

Ja comegamos a ver isto, na verdade. Por exemplo, a primeira pergunta na
conferéncia de imprensa em que se assinalava o terceiro aniversario da guerra
na Ucrania nio foi sobre isso, mas sim sobre se a imprensa mainstream ame-
ricana esta desligada do povo. Na conferéncia de imprensa com o Presidente
francés Emmanuel Macron em Washington, também uma das primeiras per-
guntas nio foi sobre o que se estava a passar na Ucrania, ou sobre a visita, mas
sim sobre as sondagens que eram favoraveis a Trump. Isto ¢ o mundo de hoje.

E em Portugal, em que pé estamos?

Vou socorrer-me dos dados do Digital News Report 2024, segundo o qual o
mercado portugués ainda se destaca pela elevada confianca nas noticias: 56%
dos portugueses afirmam-no. Portugal ¢ o terceiro pais da Europa - ¢ o sexto
no mundo - a demonstrar os maiores niveis de confianga.

De modo geral, a televisio continua a ser a considerada a principal fonte
de noticias pelos portugueses (53%). No entanto, a Internet (incluindo as redes
sociais) ¢ tendencialmente a fonte utilizada pela maior propor¢io de respon-
dentes (72%, face a 67% na televisao), nao sendo, contudo, a sua principal fonte
de noticias. No meio online, o acesso indireto a noticias ¢ o mais prcvalcntc,
sendo a principal porta de acesso de 84% dos portugueses.

Todavia, ¢ interessante verificar que 10% dos consumidores revelam niao
ter interesse por noticias em gcral ¢ 36% manifestam uma posi¢ao neutra.
Desta forma, cerca de 46% do mercado niao manifesta possuir algum interesse
em consumir noticias. Por outro lado, os estudos sugerem que os utilizadores
permanecem em média 33% mais tempo em paginas que contém videos. Este
“evitar ativo” das noticias tem vindo a crescer em Portugal, ¢ um comporta-
mento que se acentuou com a pandemia ¢, depois, com o inicio da guerra da
Ucrania. Em 2024, eram quase 4 em cada 10 portugueses (38%).

As razdes transcendem a mera falta de interesse, porque inclui tam-
bém a chamada saturagio de temas e o aumento dos niveis de preocupa-
¢io ¢ stress. Hoje, todos nos sabemos que, as tantas, ver ou ouvir noticias
faz com que pensemos, “estou farto, nio aguento mais, isto chateia-me”,
para falar rapidamente.

Apesar de, em média, os portugueses estarem, diariamente, cerca de 7:30h
na internet (0 que ¢ muitissimo), apenas dedicam 1:06h a ver noticias. Isto diz-
-nos algo sobre a nossa vida, nio s6 a nossa vida de jornalista, mas também da
nossa sociedade em gcra]. Em Portugal, a forma de acesso principal as noticias
¢ a internet (72%), seguida da televisio (67%), e por ai fora, as redes sociais, a
radio e, finalmente, a imprensa. Relativamente as redes sociais, basicamente
61% dos utilizadores de internet usa o WhatsApp, 64% o Facebook, 59% o
YouTube, 22% o Tik Tok; 68% dos respondentes utiliza pelo menos tres redes
sociais, sendo que mais de metade (54%) utiliza quatro redes para fins gerais,

incluindo informativos.
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O consumo de videos breves de noticias online remete-nos para a ques-
tao de que ];/1 que falei ¢ da mancira répida como dcsligamos das noticias.
Em Portugal, 65% das pessoas que responderam ao inquerito consome vi-
deos breves de noticias.

Entre as geragdes mais novas, verifica-se que existe um sentimento que as
noticias sio demasiado pessimistas, focando-se particularmente em proble-
mas, sem oferecer possiveis solugdes ou possibilidades de ag¢io. Mas ha pior.

Participei ha pouco tempo numa conferéncia da APDC, onde foi relatada
uma experiéncia de literacia mediatica entre jovens de 17-18 anos num bairro
empobrecido de Lisboa. Os jornalistas que fizeram o workshop levaram um
conjunto de jornais das bancas portuguesas, na expectativa de perceber se os
jovens conheciam as personalidades ou temas retracados nas capas — Publico,
CM, Diario de Noticias, Tal ¢ Qual, as diversas formas do I, Expresso, ctc.
Surpresa: os jovens niao conheciam sequer os logétipos destes jornais!

Isto da-nos que pensar. Isto ¢ Portugal, 2024. Se formos aos Estados Uni-
dos, por exemplo, este processo vai mais adiantado: num recente inquérito
feico pelo Focus Grupo Puck, varios eleitores definiram como “ciculos da
atualidade” os titulos de videos do YouTube. Isto esta mesmo a mudar.

Mas voltemos a inteligéncia artificial, o tema desta conferéncia. A discus-
s30 sobre a TA surge num contexto geopolitico ameacador (todos nds temos
essa consciencia), o que contribui para gerar um sentimento generalizado de
inquicta¢io perante o desconhecido. Na comunicagio social, a inteligéncia
artificial ainda esta a dar os primeiros passos. De um modo gcral, a maioria
dos media ja recorre hoje a ela, mas em tarefas mais rotineiras, como a trans-
cri¢io, tradugio, legendagem, tarefas particularmente penosas na vida de um
jornalista. Transcrever uma entrevista de uma hora, por Cxcmplo, podin de-
morar trés horas, era um esfor¢o insuportavel. Agora, bastam alguns minutos.
Mas a TA pode fazer muito mais.

Numa amostra global realizada em 2024 entre lideres ¢ CEO de empresas
de comunicacio social portuguesa e diretores de informagio (categoria em
que me incluo) a sua visao de futuro em relagao a IA ¢ positiva, prevendo uma
integragao gcncra]izada nas rcda(;()cs, com ap]ica(;écs extensivas na recolha,
producio e distribuicio de conteudos.

Quanto aos consumidores, a situacio ¢ diferente: apenas 19% dos portu-
guescs se diz confortavel com noticias produzidas por IA com alguma super-
visao humana e 43% declara-se desconfortavel ou muito desconfortavel.

E muito ficil fazer noticias — noticias puras ¢ duras, nio reportagens, per-
fis, artigos mais elaborados - utilizando as ferramentas do Chat GPT, ou Ge-
mini, ou outros modelos de linguagem. Basta descarregar a informacio e dar
aordem, a prompt: “escreve uma noticia, de acordo com as regras da Lusa, com
um lead de 8o batidas, ¢ em portugués de Portugal, que tenha 3000 carateres
ou 2000 carateres”. E sai uma noticia.

Esta situa¢io poe-nos desconfortaveis. A mim, pde-me completamente. Eu

sou um dCSECS 43% dC portugucscs quc s¢ dCClﬂl'Zl dCSCOl’lfOI'téVC] com l'lOtl/CiZlS
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produzidas pela TA, ¢ sou jornalista. Sei, todavia, que nio ¢ possivel parar
0 vento com as mios, nem quero. O 6rgio em que trabalho, a Lusa, acaba
de adotar uma Carta de Principios sobre o uso da Inteligencia Artificial na
redacio, em que destacamos a obrigatoriedade da supervisio humana, a ne-
cessidade de transparéncia face a0s nossos leitores (informando-os se algo foi
produzido com a ajuda da IA), a proibi¢io de imagens geradas por Inteligen-
cia Artificial, o respeito absoluto pela privacidade, o alerta para o risco de
enviesamento que existe nas ferramentas da Intcligéncia Artificial, para além
da necessidade de responsabiliza¢io individual. Demos formagio a todos os
jornalistas da Lusa que quiserem sobre como usar, o que ¢, como fazer em
rclagio a Intcligéncia Artificial. A TA também podc ser muito util para o
nosso trabalho.

Mas este futuro ¢ mesmo a terra incognita. O que vai ser ningué¢m sabe.

Eu, pessoalmente, estou confiante no jornalismo, nio temo que ele morra.
Sera diferente, assim como o serdo as plataformas em que se exprimira, assim
como foram sendo diferentes ao longo dos sc¢culos. Gosto, por isso, de citar
o jornalista americano, James William Carey, ]a/ falecido, que disse que “o
jornalismo ¢ um outro nome para a democracia. Ou melhor, nio pode haver
jornalismo sem democracia”.

E ji que estamos em maré de citagdes, cito mais outra do Bobby Duffy,
no seu belo livro “Os Perigos da Perce¢io™ “Os nossos meios de comunicagio
social, as nossas redes sociais ¢ a nossa politica nao sio os tmicos culpados das
nossas ilusdes, ¢ apesar de a nossa visio do mundo baseada na realidade estar
cada vez mais em risco, ha coisas que podemos fazer para os melhorar”. Cada
um de nos pode.

Muito obrigada.

Luisa Meireles
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Orador: Srdjan Darmanovic
Membro da Comissao de Veneza e Vice-Presidente
do Conselho para as Eleicdes Democraticas

0 TRABALHO DA COMISSAO DE VENEZA
SOBRE TECNOLOGIAS DIGITAIS E
IA DURANTE OS PROCESSOS ELEITORAIS

Ladies and gentlemen,

It is a real pleasure for me to be today with you, to congratulate the 50
Anniversary of the Central Election Commission of Portugal, to address you
on behalf of the Venice Commission, and to provide you with a brief over-
view of the Commission’s work relating to the use ofdigital technologies and
Artificial Intelligence in electoral processes.

But before I present the Venice Comission’s activity in this field, let me
tell you a small personal story of how I've been acquainted with the power of
Artificial Intelligcncc. I decided it to tell this when Professor Fiolhais men-
tioned the Kasparov’s defeat against Deep Blue, in 1997. Actually, I've realized
a power of Artificial InteHigence, not in the elections, not in the ;1dvertising,
not in the fake news, but in the game of chess. It happened like that because
chess is my lifetime hobby, I've been an active playcr for most part of my life,
not a professional7 far from the top, but fairly strong in that game, ho]ding a
National master ritle.

The event of 1997, when World Champion lost to the computer proved us
that machines finally became stronger than humans. Nevertheless, real Al
revolution in chess happened just 7 years ago, in 2018. What actually hap-
pened? Computers became stronger than humans long ago, 20-25 years ago,
and the gap in computers favor has become even wider by time. But, all those
computers have been man made, they have been product of us, humans, en-

gineers, programmers. They have been making stronger and stronger pro-
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grammes. The strength of the programmes had been becoming bigger than
of humans every year, every month, every day. But in 2018, a group of pro-
grammers decided to do something completely different. Not to continue
making stronger and stronger programmes, but they selected one computer,
named AlphaZero, and put in that computer only pure rules of the game of
chess, nothing else. No chess manuals, no chess openings, no instructions, no
games of big predecessors, nothing. Just pure rules of the game. They gave to
the computer 24 hours, only one day, to play by itself;, millions of games. After
they stopped him, in 24 hours, what happened? After this one day, emerged
the player, AlphaZero, stronger than anything we could have seen in the his-
tory of the game.

The chess AlphaZero played was much more stronger and much more
beautiful much than humans could have ever played and ever seen. AlphaZe-
ro was a “selffmade man”, only knowing the rules of the game, and playing
by itself for 24 hours. Then, they organized a tournament among him and the
strongest man made computer programs, of the era, and it beat them all, wich
a crushing result.

AlphaZero went to history. Instead of it came LeelaZero, another one
of the same kind. And what happenned? LeelaZero is playing maybe even
stronger than AlphaZero, but with a completely different style. So, two com-
puters developed completely different styles of chess by their own, with no
human intervention. AlphaZero was a beautiful actacker, LeelaZero is more
of a strategist. Just like humans. Because beauty of chess has always been in
that that. players differ in styles. Some of them are more positionists, the
others are attackers, like in football, like in basketball, like in any sport. So,
computers developed, by themselves, features of humans, and became strong-
er than any human and any computer in the game. So, it was 7 years ago, it
was before all of this stuff with Chat GPT and other forms of Al It was a
proofthat Artificial Intc]ligcncc, in the field of chess, can producc incredible
things, which means that it can do it in another fields.

But, chess is only the game. Elections affect our lives. So let’s come back
to the elections. This story was just a small testimony of what we are nctually
going to face in the future.

As you know, the Venice Commission, that I represent here, is a part of
the Council of Europe. 1 had many great col]cagucs from Portugal in the
Commission in this period of time. Its [the Venice Commission] main mission
is to help states wishing to bring their legal and institutional structures into
line with European standards and international experience in the fields of
democracy, human rights, and the rule of law.

The Venice Commission works mainly in three areas: democratic insti-
tutions and fundamental 1'ights; constitutional justice and ordinary justice;
elections, referendums, and political parties.

In the field of elections, the Venice Commission adopts legal opinions on

lcgislation and draft lcgislation, prepares thematic reports, studies and guidc—
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lines, organises training for practitioners as well as conferences, and in par-
ticular the rcgu]ar European Conferences of Electoral Management Bodies.

In recent years, the Venice Commission has carried out several activities
related to the use and impacts of digital technologies and Artificial Intelli-
gence in electoral processes.

In its work, the Venice Commission has always acknowledged both the
advantages and concerns brought by technological developments, as many
of you today, such as those related to Artificial Intelligence. For example,
the Commission has warned that “new virtual tools may be used, and some-
times are indeed used against elections to suppress voter turnout, tamper
with election results, and sceal voter information; against po]iticnl partices and
politicians to conduct cyber espionage for the purposes of coercion and ma-
nipulation, and to publicly discredit individuals; and against both traditional
and social media to sprcad disinformation and propaganda, and to shapc the
opinions of voters”.

On the other hand, it has also welcomed the fact that digital tools and
tcchnologics providc arange ofopportunitics and can improve cﬁicicncy and
effectiveness in numerous fields, including electoral processes. As noted in
the recently adopted Council of Europe Framework Convention on Artificial
Intelligence and Human Rights, Democracy and the Rule of Law, the Venice
Commission recognises that “developments in science and technology and
the profound changes brought about through activities within the lifecycle of
artificial intc]]igcncc systems, [...] have che potcntial to promote human pros-
perity as well as individual and societal well-being, sustainable development,
gender equality and the empowerment of all women and girls, as well as other
important goals and interests, by cnhancing progress and innovation.”

In June 2019, the Venice Commission adopted a Report on digital technolo-
gies and elections. This report provided an overview of potential benefits and
Challcngcs and of existing and emerging standards and fundamental rights
protected at European and universal level.

The report further noted that several specific notions of democracy are af-
fected by the use ofdigital tcchnologics. First, new information tcchno]ogics,
like electronic voting and the set-up and actualisation of centralised registers
of voters for example, make an impact on electoral democracy, understood
as the institutional activities and infrastructure that make elections possiblc,
and commonly known in the internet context as “e-government”.

Second, the internet and new information technologies have the potential
to allow for greater transparency and accountability, as well as for broader
and more efficient forms of political participation, extending the reach of
the “public sphere” in this sense, they impact on deliberative democracy, which
refers to participation by individuals in open debate in the belief that it will
lead to better decisions on matters of common concern.

Finally, to the extent that these technologies facilitate a process where-

by largc disorganiscd groups of pcoplc organisc and act to address spcciﬁc
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social, economic or political issues, they may be seen as having an influence
on the so-called “monitory democracy”, defined as “the public accountability
and public control of decision makers, whether they operate in the field of
state or interstate institutions or within so-called non-governmental or civil
socicty organisacions, such as businesses, trade unions, sports, associations
and charities”.

On the basis of the 2019 report, in December 2020 the Venice Commis-
sion prcparcd a Set of principlcs ﬁ)r a fundamc‘nml rights—compliant regulation of
the use of digital technologies in electoral processes, which should be respected by
law-makers, regulators and other actors involved in the use of digital tech-
nologics in elections. Thcy Cmphasisc the need for a human rights—compii—
ant approach: namely, that human rights and fundamental freedoms must be
translated into the digital environment. The eight principles developed by the

Venice Commission are the foiiowing:

1. The principles of freedom of expression implying a robust
pubiic debate must be translated into the digita] environ-
ment, in particular during electoral periods.

2. During clectoral campaigns, a competent impartial Elec-
toral Management Body (EMB) or judiciai body should be
empowered to require private companies to remove clear-
ly defined third-party content from the internet, based on
clectoral laws and in line with international standards.

3. During electoral periods, the open internet and net neutral-
ity need to be protected.

4. Personal data need to be effectively protected, particularly
during the crucial period of elections.

5. Electoral integrity must be preserved through periodically
reviewed rules and rcguiations on political ndvcrtising and
on the responsibility of internet intermediaries.

6. Electoral integrity should be guaranteed by adapting the
spccific international rcguiations to the new tcchnoiogicai
context and by developing institutional capacities to fight
cyberchreats.

7. The international cooperation framework and pubiic—pri—
vate cooperation should be strengthened.

8. 8) The adoption of selfregulatory mechanisms should be
promoted.

[ would also like to draw your attention to the 19" European Conference
of Electoral Management Bodies, which was organised by the Venice Com-
mission in November 2022. The topic of the Conference was “Artificial intel-
ligence and electoral integrity”. The participants discussed more specifically

four issues, after an introductory session on the Council of Europe’s acquis
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and the principles at stake: Artificial intelligence (AI) and fairness in elec
toral processes; The impact of Al on turnout and voter choice vs. data pro-
tection; Al vs. supervision and transparency of electoral processes; Al and
harmtul content.

The conclusions of the Conference stressed that “considering the funda-
mental rights at stake, Electoral Management Bodies and electoral stakehold-
ers as a whole will have to carefully consider the introduction of Artificial
Intelligence systems in electoral processes and find a balance between the
traditional ways of holding elections and the introduction of such systems
into their processes.” The conclusions also highlight that “Electoral Manage-
ment Bodies, which are on the front line in ensuring the fairness of an clec-
toral process, must be aware of, and seck to prevent, the misuse of such tools
during the clectoral process in order to protect voters, in particular, women
and vulnerable groups.”

More recently, the Venice Commission has adopted an interpretative
declaration of the Code of Good Practice in Electoral Matters as concerns digital
tcchnologies and artiﬁcial intelligence. I have no doubt that you are all familiar
with the Code of Good Practice in Electoral Matters, the reference docu-
ment on electoral macters for the 61 member States of the Venice Commis-
sion, if not worldwide.

You may also know that the text lacked clear provisions on how to deal
with the phenomena we have been talking about.

In this context, this new interpretative declaration seeks to providc an
updated framework for the guidelines throughout the entire Code. Therefore,
and unlike previous exercises, this interpretative declaration is not restricted
toa spccific provision.

The declaration begins with guideline 1.3.2 on the freedom of voters to
form an opinion, as this issuc is particularly affected by the use of digital
tcchnologics and artificial intc]]igcncc in electoral processes. Due to the prev-
alence of digita]ly—driven information disorders and plethora of information
available online, voters are not only hindered in their ability to form opin-
ions about candidates and electoral alternatives, but thcy are sometimes also
misled about registration, voting procedures, or even the integrity of election
results. For this reason, this guideline becomes central to this declaration.

The declaration further proposes cxpanding the scope ofwguidclinc [.230n
equality of opportunity, since this guideline partly overlaps with the freedom
of voters to form an opinion. Moreover, it provides a comprehensive inter-
pretation of the positive ob]igations of pub]ic authorities in relation to both
guidelines and emphasises the importance of respecting fundamental rights
as a prerequisite for the effective implementation of the Code’s principles.
Lastly, it claborates on the provisions governing the use of digital technolo-
gies by electoral management bodies.

I would like to focus on this last aspect. First of all, and as it is the case for

the Venice Commission previous work on digita] tcchnologics and Artificial
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Intelligence, the interpretative declaration acknowledges that digital technol-
ogies “may actually be used to ensure the respect for the freedom of voters to
form an opinion and the principle of equality of opportunity by the media
and by internet intermediaries”, mentioning the following examples: “the use
of artificial intc]]igcncc could be considered to tackle the dissemination of
false information in political campaigns through the possibi]ity ofperform—
ing real-time information reviews in an accessible manner; to answer citizens’
questions about the electoral process, the clectoral rules, on ways to exercise
the right to vote, etc; and support election administrations in ancillary pro-
cesses, such as voter registration.”

Having said that, the interpretative declaration also distinguishcs between
the rules addressed to designers and providers of digital technologies in elec-
tions, including artificial intelligence, on the one hand; and those addressed
to electoral management bodies using these technologies, on the other.

On the latter, the interpretative declaration stresses that electoral man-
agement bodies are subject to much stricter standards, including all those
applicable under the rule of law.

The interpretative declaration identifies certain shortcomings in the use
of Artificial Intelligence by Electoral Management Bodies. For example:

« A problem observed in the development of artificial intelli-
gence involves the fact that this technology has shown biases
related to Cthnicity, nationality, sexual orientation, and gen-
der identity, to name just a few examples.

«  There is also a threat that digital technologics and artificial
intcHigchC may be used in a biased way to control the actions
of opposition parties and leave the government parties’ actions
out of the scope of similar controls.

. Last]y, and due to the rnpid evolution of technical solutions,
especially artificial intelligence, the integrity and security of
clection technologices should be addressed with special care.
As risks changc rapidly, spccial proccdurcs for risk assessment

and risk management should be set-up and updated regularly.

The adoption of digita] tcchno]ogics and artificial intcl]igcncc tools by
electoral management bodies should therefore respect the rule of law princi-
ples related to, inter alia, transparency, accountability, and responsibility in
the dccision—making process rcgarding the purchasc, implcmcntation, mon-
itoring, and use of digital technologies and artificial intelligence. The devel-
opment of artificial intelligence by electoral management bodies should also
be done in a way that discrimination is avoided, cspccially if these are based
on political affiliation, as they would jeopardise the principles of impartialicy
and neutrality in the adminiscration of the electoral process.
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The interpretative declaration thus recalls that the procedural guarantees
in the Code of Good Practice in Electoral Matters should Cspccially be ob-
served when election technologies are used and that specific new provisions
may need to be foreseen in the regulatory framework to mitigate any poten-
tial threats. These include:

+  The impartiality, independence and professionalism of elec-
tion management bodies are essential when digital technolo-
gies imply more tasks and their centralisation in these bodies,
who should be accountable for how they are used. In turn,
clection authorities will also need the cooperation of Cybcrsc—
curity, data protection, and law-enforcement agencies, as well
as citizen organisations and corporations.

«  Election management bodies should disclose the use of digiml
technologies, including algorithms and artificial intelligence
systems. Legislation should contain clear rules on how far ob-
servers have access to digital systems or algorithms.

+  Even though digital technologies and artificial intelligence
systems are continuously developing and so are continuously
changing the security mechanisms and needs, electoral lcgisla—
tion should provide, in a manner as detailed as possible, which
data is publicly accessible. Observation missions, in turn,
should consider incorporating spccialists and resources ded-

icated to addressing these specific issues within their terms.

These are the documents of the Venice Comission that rapidly evolved
together with how our environment is changing. Let me just tell you one
small example, that is not always so easy. I monitored the elections in one of
the East European Members of the EU two years ago, and thcy were the first
country in the Eastern Europe that introduced the digital vote, on the IPad.
As for the observers, it worked well, with no problems. But political parties
WETe not happy, cspccially the biggcst ones. Thcy said it would be an obstacle
for the elderly people. We didn’t see in the elections that it was an obstacle for
the elderly people. T can not say for 100%, but it scemed that digital technol-
ogy, digital vote, prcvcntcd them from doing somcthing that thcy were used
to do before. So even if you want to introduce something new, it is not always

casy achieve it, because human factor has their own interests.
So, thank you once again for this invitation, for the opportunity to say
something about our work in this field, and for the opportunity for me to

articipate in this very interesting Conference.
p P Y 8

Thank you once again.
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Orador: Joaquim Morgado
Secretario-Geral Adjunto do Ministério da Administracdo Interna

ELEICOES E TECNOLOGIA

Queria comegar por dar os parabens a Comissio Nacional de Eleicoes
pelo seu aniversario. 50 anos de defesa da Democracia ¢ um marco muito
importante. Os meus parabéns, também, pela promocio desta Conferéncia,
fazendo votos, de modo provocador, de que esta seja a primeira de um ciclo
de Conferéncias anuais sobre elei¢oes ¢ democracia, que se realize em Portu-
gal, promovidas pela CNE.

Minhas Senhoras ¢ Mcus Senhores.

Permitam-me que, na pessoa do Senhor Presidente da Comissao Nacional
de Elei¢oes, cumprimente todos os presentes ¢ também aqueles que nos se-
guem remotamente.

Ha muitos anos, o meu Professor de Algoritmos (a minha base de forma-
¢do ¢ engenharia informatica), o Professor Alvaro Bento Leal dizia-me, na
primeira aula que tive com cle, num stencil ainda, daqueles que eram projeta-
dos, a seguinte frase “garbage in, garbage out”, dizendo que nds, os técnicos, os
profissionais da informatica, podiamos fazer os melhores algoricmos, os mais
rapidos, os mais assertivos, mas, se os dados por eles tratados fossem lixo, s0
irfamos obter lixo. Se o que alimenta hoje a Inteligéncia Artificial nio tiver
qualidade, ¢ se os conteudos que a alimentam sio contetdos falsos, iremos
obter respostas de ma qualidade, respostas essas que cabem ao ser humano,
no seu livre-arbitrio, distinguir ¢ saber se aquilo que lhe ¢ apresentado ¢ de
qualidade ou nio.

Essa op¢io de escolha so ¢ possivel se for feita em liberdade, se tivermos
Democracia. Passava em seguida a minha apresentacio que, ao contrario da-
quilo que se tem falado hoje, vou falar mais sobre tecnologia e sobre cleicoes

e, sona parte final, irei falar um pouco sobre Inteligéncia Artificial.

Joaquim Morgado
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Esta [1- O Impulso; 2- A Importancia; 3- Os Desafios; 4- O Presente; 5- TA
no processo cleitoral] ¢ a minha estruturacio da minha apresentacio. Saber
0 que ¢ que, na componente das tecnologias ¢ das eleicoes, 0 que ¢ que im-
pulsionou, a importancia, os desafios que nos estao a ser apresentados, como
estamos hojc, em que situagao estamos ¢, também, como pensamos utilizar a
Inteligéncia Artificial no processo eleitoral.

[O Impulso] Em termos de impulsos, temos trés impulsos que mudaram,
que promoveram a digitalizagio do processo cleitoral, quer scja no Ambito
das leis eleitorais, no ambito do piloto de voto eletronico realizado em 2019 e,
também, a pandemia Covid-19.

No ambito das leis clcitorais, elas [as tccno]ogias] vieram simpliﬁcar o pro-
cesso eleitoral, através do recenseamento automatico, em particular da intro-
ducio do recenseamento automatico para os cidadios nacionais residentes
no estrangeiro, a dcsmatcria]izagﬁo do apoio a candidaturas indcpcndcntcs;
dos cadernos eleitorais desmaterializados, utilizados mais recentemente na
cleicio do Parlamento curopeu; ¢ também no voto em mobilidade no dia da
Clcigﬁo. O voto em mobilidade no dia da Clcigﬁo nio ¢ algo novo, pois nao foi
a primeira vez que foi utilizado num ato eleitoral. Em 2019, no distrito de
Evora, todos os residentes tinham tido a possibilidade de o fazer, ¢ puderam
experimenta-lo também com um relativo sucesso, mantendo-se também a
votacao tradicional em complemento a votagio eletronica.

A Covid-19, sem duivida, veio acabar por ser um acelerador das reformas
e da digimlizagio dos processos, particularmcntc na dcsmatcrializagio do
apoio as candidaturas de Grupos de Cidadaos Eleitores, mas tambeém para
o Presidente da Republica e, mais tarde, nas elei¢des para o Conselho das
Comunidades. No acesso a0 recenseamento eleitoral, que foi cumprido, es-
tando ja previsto na lei do recenseamento eleitoral, mas que s0 em 2021 ¢ que
ficou disponivel a possibilidade de um cidadio conseguir consulear aquilo
que constava no seu recenscamento cleitoral que, apesar de ser alimentado
pelo Registo Civil, em periodo de suspensao pode ser distinto, sendo, por
isso, importante sabermos que informagio existe, ¢ o local onde nos encon-
tramos recenscados, para ai podermos exercer o nosso direito de voto. Obter
tambem a certidao de eleitor eletronica, permitindo que essa a¢io que, até
a0 momento, sO podia ser solicitada presencialmente ¢ na Junta de Freguesia
ou no Consulado onde estavamos recenseados, pudesse ser obtida online para
os devidos efeitos ¢, tendo tambem, sido disponibilizada a assinatura digital
qualificada para todos os cleitos locais.

O ano de 2018 foi um ano de viragem e de desafio. A Administragﬁo Elei-
toral, at¢ 2018 tinha cinco sistemas de informagio principais: o Sistema de
Informagio e Gestao do Recenseamento Eleitoral; o Sistema de Informacio
de recolha de afluéncias e dos resultados eleitorais, que suportavam o Sis-
tema de Informacio de divulgacio do escrutinio provisorio, que suporta a
apresentagio dos resultados na noite eleitoral, tanto no site de divulgacio da

Administragio Eleitoral, como também fornecendo esses dados aos 6rg§os de
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Comunicagio Social, que suportam toda a divulga¢io, todas as estimativas
¢ todas as previsoes que sio feitas pelos comentadores, todos aqueles dados
que aparecem s3o consumidos em tempo real, a partir da informagio que esta
alojada na rede nacional de seguranca interna; o Portal do Recenseamento, ja
conhecido; e, também, o Portal de Formagio.

Em 2019, foi desenvolvido um conjunto de novos sistemas de informa-
¢lo que vieram complementar os sistemas anteriormente referidos, através
do Sistema de Informagio Cadernos Eleitorais Desmaterializados (CED), o
Portal de Voto antecipado, o Portal da Candidatura, o Portal do Eleitor, com
uma drea privada onde todos podem consultar a sua informagio, o Siste-
ma de Informagﬁo de £estao ¢ apoio a administragio cleitoral, que ¢ mui-
to importante para nos; a componente de gestdo ¢ atribui¢io dos atributos
profissionais dos eleitos locais, permitindo que estes tenham capacidade de
assinar digitalmcntc documentos com o atributo de Presidente de Junta, de
Presidente de Camara, de Vereador, e de Tesoureiro, com o cargo para o qual
foram eleitos, e também a componente de registo de votantes, que suportou a
componente do voto em mobilidade, ¢ a plataformu de localizagio ¢ situagao
dos locais de vorto.

Em 2018 com a introdugio da inscri¢io automatica dos eleitores residentes
no estrangeiro, ¢ devido 4 sua Cspcciﬁcidadc, ¢ porque o recensecamento do es-
trangeiro ¢ voluntario, e a qualquer momento o cidadao pode cancelar sua ins-
cri¢do ou pode pedir a sua reinscri¢io no recenseamento, obrigou ao desenvol-
vimento de uma componente tccnolégica que permitisse, nao sO as comissoes
recenseadoras, neste caso aos Consulados, mas tambem aos proprios cidadaos,
terem disponivel um interface facil onde eles pudessem consultar, fazer o can-
celamento da inscri¢ao ou fazer a reinscricao a qualqucr momento, desde que
nio estivesse a decorrer um periodo de suspensio do recenseamento.

Na componente do voto presencial, o voto antecipado em mobilidade tem
sido utilizado em todos os atos cleitorais, exceto na Elcigio para as Autarquias
Locais ¢ tambem nas elei¢oes Regionais da Madeira, a Lei ja alcerou, mas so se
reflete numa proxima eleicao. Os cadernos eleitorais desmaterializados, tém
sido utilizados desde 2019, na clcigio para o Parlamento Europcu de [202]19,
nas elei¢oes para a Assembleia da Republica de [20]19, na elei¢io para a As-
sembleia da Republica de [20]22 ¢ de [20]24, para a eleicio do Presidente da
chﬁblicu [20]21, nas mesas constituidas no estrangeiro, onde a Lei j:’t prcvé
a sua utilizagio, desde que existam condi¢des técenicas, estando atualmente
essas condi¢des ja reunidas para serem utilizados massivamente em todas as
mesas de voto prcscncial a constituir no estrangeiro, podcndo ainda suportar
o voto em mobilidade nas elei¢coes para o Parlamento Europeu.

Em 2018, passamos a ter um numero de recenseados mais significativo,
porque passamos a incluir, de uma forma automatica num primeiro momen-
to, os cleitores nacionais residentes no estrangeiro, 0 que trouxe um incre-
mento para cerca de 1.6 milhdes de eleitores no recensecamento, nimero esse

. ~ ! . .
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os ultimos anos, o recenseamento no estrangeiro ¢ onde temos um incremento
de eleitores porque, a nivel nacional, estes tém vindo a diminuir.

[A Importancial Mas qual ¢ a importancia da digitaliza¢io, e dos sistemas
de informacio ¢ da tecnologia nas eleicoes? Eles vieram simplificar, vieram
melhorar e vieram facilitar. Simpliﬁcar 0 processo eleitoral, através da des-
materializacio. As leis s10 muito materializadas, envia carta, envia lista para
a Comissio Recenseadora, para as Camaras Municipais, a lista dos inscritos,
faz oficio, etc...

Portanto, estava muito baseada nesse processo material. A desmaterializa-
¢30 ¢ a tecnologia vieram permitir que toda esta troca de informagio passasse
a ser online. Hoje as Camaras Municipais e as Juntas de Freguesia tém essa
informagio disponivel online. As Camaras Municipais tém informacio das
pessoas que estdo a inscrever-se no voto antecipado, e sabem de onde ¢ que elas
s30, ¢ conseguem com isso fazer um melhor plancamento sobre um processo
que tem prazos muito curtos. Estamos a falar em 4 dias para conseguir planear
a distribuicao dessas inscri¢oes e, depois, pouco mais de 24 horas para conse-
guir montar uma infraestrutura, que pode ter de responder a dezenas de mi-
lhares de inscrigoes de eleitores que irdo votar antecipadamente nesse dia. Na
votacdo antecipada nunca sabemos a partida quantas pessoas se irdo inscrever.

Melhorar a seguranga associada ao processo cleitoral. Neste caso, a Ad-
ministracdo Eleitoral, temos estado a fazer esse aumento da seguranca uti-
lizando a Chave Movel Digital ¢ o Cartio de Cidadio, ¢ sio essas as duas
ferramentas, essas duas formas, de acesso que também permitiram aceder ¢
disponibilizar o acesso ao recenseamento, de forma segura. Facilitar todo o
processo eleitoral, na componente do recensecamento, na componente da lo-
gl’stica, ¢ garantir que tudo isto funciona. SO para terem uma ideia, no ultimo
ato eleitoral, se considerarmos os membros de mesa, os técnicos de apoio a
mesa, ¢ toda a componente logistica, estiveram envolvidas mais de 80.000
pessoas. Para que tudo funcione corretamente ¢ preciso orquestrar, ¢ preciso
coordenar, o que so se consegue fazer com o apoio das Camaras Municipais e
das Juntas de Freguesia, que sio o verdadeiro brago armado na componente
da elei¢io, bragco armado, peco desculpa, nio ¢ tentar ser bélico, mas sio essas
as entidades ¢ as pessoas que conseguem montar as eleicdes.

A componente da tecnologia, vé-se, em particular, no aumento da par-
ricipacao cleitoral do voto untccipado em mobilidade. E com registo prévio
em plataforma eletronica disponibilizada pela Administracio Eleicoral, tem
vindo a crescer, 0 que em 2019 comegou com menos de 20.000 inscrigdes e
ultrapassou as 340.000 inscrigcdes para a Assembleia da chﬁblica, em [20]22.
O numero de inscri¢des atingiu um planalto, que esperemos que assim fique
por mais algum tempo. Considerando todos os atos eleitorais realizados des-
de [20]19, tivemos 1.115.213 pessoas que se inscreveram no processo de voto
antecipado em mobilidade na referida plataforma eletronica. Tem vindo a
crescer, ¢ ¢ uma modalidade que esta a contribuir significativamente para um

aumento da participagao eleitoral.
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3.949.553 foram os eleitores que votaram na elei¢io para o Parlamento
Europeu [20]24, perto de mais de 1 milhio de pessoas do que na elei¢io do
Parlamento Europeu de [20]19. A votacio registada nas elei¢des anteriores,
mesmo em pandemia, refletiram o que ocorreu também na Europa em atos
realizados no mesmo pcrfodo, tendo rcgistado mais participaciao que as clei-
¢oes anteriores. A elei¢o para a Assembleia da Republica anterior, de [20]24,
bateu praticamente todos os recordes, e tivemos quase 60% de participagio, o
que ¢ muito signiﬁcativo

Relativamente a elei¢io para Parlamento Europeu [20]24, os dados da Co-
missao Nacional de Eleicoes, relativamente ao estudo que foi feito sobre a
mobilidade no dia da Clcigio, verificou-se que 7737.229 pessoas recorreram ao
voto em mobilidade no dia da elei¢do. Portanto, ¢ algo que teve com toda a
certeza um impacto significativo ¢ que justificou também aquele incremento
de participacio, resultado de 18,7% das pessoas que votaram terem votado
utilizando esta modalidade. O voto em mobilidade no dia da elei¢ao, ¢ um
desafio, em particular para as Camaras, ¢ em particular também para toda a
10g{sticn que suporta um ato eleitoral, e que garante, caso exista necessidade
de suprir faltas de boletins de voto ou de qualquer outra necessidade que ve-
nha a ser identificada, ¢ que deve ser resolvida em menos de meia hora.

[Os Desafios]: Acima de tudo, a resisténeia a mudanga. A digitalizagﬁo do
processo eleitoral enfrenta uma natural resisténcia a mudanga, quer pelos di-
versos atores envolvidos, quer pela necessidade de ministrar formacgio, por ser
um processo novo. O speaker anterior falou nisso, ¢ temos essa necessidade.

A pessoalidade: A digitalizac¢io dos processos exige sistemas mais robus-
tos, em particular através da garantia da pessoalidade ¢ da identidade digital.
Al temos que garantir o alargamcnto da uti]izagio da biometria ¢ o alarga—
mento de sistemas de autentica¢io seguros.

A inclusio: A digitalizacio deve incluir todos, ¢ aqui friso, ¢ volto a frisar
todos, nio deve excluir grupos vulneraveis. Pelo contrario, deve incluir todos
aqueles que hoje tém maior dificuldade no acesso a participagio e a concreti-
zag¢io dos seus direitos politicos.

Tr:msparéncia: Seguranga ¢ atualizagio. E aqui que deve ser feito um re-
forgo, porque os sistemas ¢ as infraestrucuras digitais de suporte num proces-
so eleitoral devem ser objeto de manutencio e atualizag¢io constantes. Uma
desatualizacio destes sistemas, das infraestruturas que o suportam, colocam
0S Mesmos em Trisco, provocando um peso financeiro mais signiﬁcativo no
processo eleitoral. S6 para terem uma ideia, foram enviados cerca de 28 mi-
lhoes de SMS no Ambito da consulta gratuita do 3838 em todos os atos eleito-
rais. Qualquer pessoa, gratuitamente, pode no dia da elei¢io, ou a partir do
15.2 dia anterior ao dia da elei¢io, enviar um SMS a solicitar informacio sobre
onde ¢ que estd recenseado ou o local onde ira votar.

[O Presente] Falei, ha pouco, dos sistemas de suporte. O sistema de supor-
te 20 recenseamento ¢ o sistema de informagio mais antigo da Administragio
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Eleitoral. Estamos neste momento a avalii-lo e ponderar como ¢ que o vamos
reorganizar ¢ onde podcmos utilizar a Intc]igéncia Artificial.

O acesso a0 recenseamento.pt pode ser feito atraves do 3838, mas pode ser
feico também desde um dispositivo movel ou através de um computador, per-
mite saber a morada ¢ a mesa onde vamos votar, onde ¢ que estamos inscritos.
Atraves dele podera ser possivel saber qual ¢ o local de voto mais proximo,
quais sao os tempos estimados para conseguirmos votar, alargando assim as
hipétcscs de escolha do local de voto, se assim estiver previsto.

Temos uma elei¢io Autarquica em setembro e uma eleicio Presidencial
em janciro, a 25 de janeiro. Através do Portal da Candidacura qualquer pessoa
hojc podc aceder a0 portal, registar-sc, indicar o seu mandatario e publicar no
Portal a sua candidatura do grupo de cidadaos eleitores, e fazer a sua campa-
nha. O Portal da Candidatura permite a recolha “das assinaturas” necessarias
a sua candidartura, simpliﬁcando ¢ desmaterializando o processo, simpliﬁc:m—
do a acao posterior dos proprios tribunais, quer seja nos tribunais de primei-
ra instancia, que tém de tratar toda esta informacio relativa as candidaturas
dos Grupos de Cidadaos Eleitores, quer seja no Tribunal Constitucional, que
tambem tem a responsabilidade de validar as candidaturas a Presidéncia da
Republica. O Portal da Candidatura permite toda a gestao, a desmaterializa-
¢ao, ¢ as Validagc’)cs dos apoios, a cmissio das certidoes de eleitor necessarias.
Portanto, todo o processo ¢ muito mais facil ¢ celere, incluindo também a
valida¢do necessaria por parte dos tribunais.

Os cadernos eleitorais desmaterializados, utilizados desde 2019, funcio-
nam numa rede fechada, nio estao na internet, estio completamente estan-
ques ¢ segregados, seja na componente de cadernos eleitorais, quer seja no
sistema de registo de votantes.

Assim, o portal da candidatura, como eu disse, ¢ muito importante para
os dois proximos atos cleitorais, pois permitem a recolha dos apoios, mas tam-
bém a desmaterializagio da candidatura e de todos os seus elementos.

Os sistemas de divulgacio dos resultados eleitorais. Desde 2001, todos os
resulcados das eleicoes estao disponiveis online, ¢ podem ser consultados no
site das C]Ci(;écs.

O Sistema de Gestao ¢ Apoio a Administra¢io Eleitoral. Este ¢ um sistema
que veio complementar, veio ligar a Administragio Eleitoral ¢ as Camaras
Municipais, na comunicagio ¢ na indicagio de rececao do material, se ne-
cessitam de reposicio de eventual falta. Essa comunica¢do que antes era feita
por e-mail ou por telefone, hoje ¢ possivel fazé-lo on-line. Temos disponivel o
mapa situacional de como ¢ que esta a decorrer toda a componente logistica
associada a0 envio de materiais ¢ as situagoes de alerta “nio chegaram, che-
garam estragados, ocorreu algum problema durante o transporte, ¢ proceder
assim a sua rﬁpida substituigio.

O Portal do Eleitor, apresenta entre outras funcionalidades, a disponibi-
lizagao da geolocaliza¢io dos locais de voto, a sua semaforizagio, portanto,
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minutos, entre 15 € 30 MiNuUtos, ou superior a 30 minutos, ¢ dai decidir ou
escolher, no caso de Clci(;(")cs em mobilidade no dia da clcigio, o local que
considerarmos mais adequado e solicitar indica¢des de como ¢ que se chega
la, atraves de um navegador pessoal.

E, por tltimo, a ap]icagio que suportou 0s téenicos de apoio informatico,
e que permitiu disponibilizar informacio para a mesa e atualizar a compo-
nente de semaforo, indicando assim o tempo médio de votagio na mesa ou
do local de voro.

[IA no processo eleitoral] Como ¢ que estamos a utilizar a Inteligéncia
Artificial no processo eleitoral? Na melhoraria da eficiéncia, na melhoria do
recenseamento, na melhoria da resposta. Estas s3o as trés areas onde estamos,
neste momento, a planear a utilizagio da Inteligéncia Artificial no ambico
da Administracio Eleitoral. S6 uma defini¢io de Inteligencia Artificial (vale
0 que vale, melhores dcfinig()cs foram ];/1 aprcscntndas hojc) ¢ um conjunto
de tecnologias que permite aos computadores executar uma variedade de
fun¢des avangadas, incluindo a capacidade de ver, entender, traduzir idio-
mas falados ¢ escritos, analisar dados, fazer rccomcndagécs, ¢ muito mais
[defini¢ao da Googlel.

Mas como ¢ que a estamos a utilizar, ¢ como ¢ que ela pode ser utili-
zada? Tanto no ambiente pré—clcitoral, como no ambiente eleitoral, ou no
ambiente pos-eleitoral. Estamos a vé-la no ambiente pre-eleitoral, no apoio
a0 recenseamento; na gestao dos cadernos eleitorais, ¢ na sua divisio, ¢ na sua
orquestragao, apoi:mdo as CAmaras Municipais a fazer uma melhor divisio ¢
uma melhor distribui¢ao em termos de constituicao das mesas, na utilizagio
dos locais de voto, na gestio adequada aos meios logisticos, técnicos, tecno-
logicos ¢ humanos, que atualmente ¢ ainda muito baseada na componente de
brainware, e nao na componente de software. No voto em mobilidade no dia
da clei¢ao, atualmente ¢ necessario estarmos a acompanhar como ¢ que esta a
decorrer a votagio em cada uma das mesas de voto, saber se necessitamos, se
nio necessitamos de mais boletins de voto, e quem os podera leva-los devera
ficar atento aos alertas. Todo este processo ¢ feito, hoje, utilizando tecnologia,
mas ainda muito suportado em brainware. E aqui que queremos utilizar meios
preditivos, utilizando informagio dos dltimos anos; pode ainda ser utilizada
na divulgacio das eleigoes e formagio dos agentes eleitorais, no esclarecimen-
to a0 eleitor, ¢ na indicagio do seu local de voro.

No momento eleitoral, ha toda uma area nova que pode ser potenciada na
monitorizagio da desinformagio ¢ das noticias falsas, drea essa que nio ¢ a
area da rcsponsabilidadc da Administragio Eleitoral: Na analise de imagens ¢
videos, no processamento da identificagio de eleitores. Em alguns dos paises
ja ¢ utilizada atualmente. Aquilo que ¢ feito visualmente pelo Presidente de
mesa ou por um dos membros de mesa, ou através da utilizacio de um cader-
no eleitoral ou de um documento de identificagio, pode ser feito atraves da
aproximacao ¢ da leicura biométrica da face do eleitor, ¢ automaticamente,

o eleitor ¢ identificado. Nio ¢ 0 nosso caso, nio temos dados de biometria e,
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portanto, nio iremos utiliza-lo, mas ¢ possivel fazé-lo, e ja esta a ser feito em
alguns paises também no processo de contagem de votos. Neste caso, a con-
tagem ¢ realizada atraves de duas contagens, uma contagem manual e outra
feita através de sistemas automaticos, utilizando a digitaliza¢io do boletim de
voto. Nos p:u’scs que sO tém a digita]izagio para a contagem dos boletins de
voto, a sua contagem ¢ feita por dispositivos, existindo uma validag¢io aleato-
ria por humanos.

No caso da Administragio Eleitoral, estamos a avaliar a utiliza¢io da In-
teligéncia Artificial no esclarecimento ao eleitor e na indicacio de locais de
voto mais proximos.

Pos-cleitoral, na elabora¢io de estudos no ambito do recenseamento, dos
resultados eleitorais e dos eleitos. Nestas areas escamos a utilizar as ferramen-
tas na elaboracio dos relatorios, dos Atlas e dos relatorios eleitorais, ja utili-
zam Intcligéncia Artificial o que permite, na analitica, olhar para o historico
existente e conseguirmos dai obter novos indicadores.

Na Administracio Eleitoral, estamos em fase de implementagio, na com-
ponente do registo dos contactos recebidos por parte dos cleitores, dos Muni-
cipios e das Comissdes Recenseadoras, a capacidade de analise desses contac-
tos ¢ a apresentacio de uma sugestio de classificagio/tipifica¢io do problema
que estd a ser comunicado, apresentando a plataforma uma proposta de solu-
¢ao/resposta a0 problema que esta a ser comunicado.

Em fase de piloto, estamos a avaliar a implementagio de solugdes de aten-
dimento multicanal e mu]ti]inguc, adcquado aos cidadaos nacionais residen-
tes em territorio nacional, ¢ tambeém no estrangeiro. No periodo eleitoral,
nao trabalhamos 24 por 7, mas sabemos que temos cleitores que estio na
Australia, que estio nos Estados Unidos, em fusos horarios completamente
diferentes dos nossos ¢ que, em determinados momentos, necessitam de apoio
¢, de algum esclarecimento, coincidindo esses periodos com os momentos em
que estamos offline, também aqui a Intcligéncia Artificial podc ser impor-
tante para ajudar a resolver essas situagoes.

A Inteligéncia Artificial, pode também ser utilizada no melhoramento
dos dados do recenseamento, na identificacio de situagdes nio conformes.
Dos milhdes de interagdes que recebemos durante o ano, identificamos, em
[20]24 121.592 situagdes essas que obrigam a uma interven¢io humana, pre-
cisando de brainware, precisando de ter alguém humano a olhar para essas

situ:lgées perceber o que é que s¢ passou ¢ como o COTTigiT.
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Orador: Joao Almeida
Membro da Comissao Nacional de Eleigoes

ADMINISTRAGCAO ELEITORAL

Permitam-me que assuma os cumprimentos que foram feitos na abertura
pelo Senhor Presidente da Comissao e dispensem-me de os repetir. A hora vai
adiantada, eu tinha umas coisas alinhavadas para encher com comentirios,
mas vou reduzir 20 maximo, porque o a]mogo ¢ muito importante também
¢ 0 tempo estd a escassear. Portanto, vou ler, como se declamasse um texto
qualqucr €sCTito por terceiros.

A primeira coisa que fiz foi apor um subtitulo ao tema que aqui estae que
¢ «A Administra¢io Eleitoral». Fiz um subtitulo, muito pequenino, a dizer
“Preocupacoes (neste contexto) para partilhar”. Portanto, o que eu pretendo,
mais de qualquer outra coisa, ¢ partilhar preocupagdes — e poucas — convosco
¢ com as pessoas em geral que tropecem neste texto. De qualquer forma, po-
rém, nio posso abandonar o tema, muito embora nio creia que alguém esteja
aqui connosco para ouvir perorar sobre a Administragﬁo Eleitoral, quando
em causa estdo matcrias aliciantes, prenhes de novidade e com as cintilagoes
mistas de angustia ¢ éxtase capazes de provocar o frisson de que os melhores
thrillers se alimentam.

Em termos muito simples e que nio nos tomem demasiado tempo, dir-
~vos-ci que a Administragio Eleitoral portuguesa (como um todo, nio a area
do Dr. Joaquim Morgado)7 numa visio multifacetada, numa visio prism:’ltica,

por assim dizer, ¢

+  quanto a duracio dos seus orgios, essencialmente fugaz (exce-
€0 $30 08 pcrmancntcs);
¢ quanto a vinculagio, gcralmcntc civica e excecionalmente

profissional;
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+  quanto a tutcla independente como regra ¢, em poucos casos,

subordinada a terceiros podcrcs;

+ quanto a sua natureza ultima, quase sempre exterior a admi-

nistracio publica.

A sua atividade, ainda que administrativa, desenvolve-se em processos
cuja natureza ¢, sobretudo, civica e os cidadaos e as estruturas em que se orga-
nizam para a participa¢io politica, partidos e outras, sdo os sujeitos titulares
cfetivos desses processos, que o Estado suporta, mas nio dirige. Pelo menos,
nio o faz da mesma forma que dirige a atividade administrativa em geral.

Em verdade, apenas os servicos centrais que atuam na 4rea do recensea-
mento ¢, particu]armcnte, aquclc que concretiza ou supcrintcndc na 10g1’stica
das elei¢oes, sio tutelados pelo Governo. E, embora se estabelecam, por ve-
zes, algumas relacoes de alguma dependéncia, o certo ¢ que outras instancias
administrativas, por exemplo os orgios de poder local ou os seus membros,
pela sua natureza, apenas estio sujeitos a tutela de mera legalidade ¢ nio sao
subordinados ao poder central.

Trés pequenos ntcleos centrais de proﬁssionais: oda Administragio Elei-
toral, da Secretaria Geral do Ministério da Administracio Interna; o da Co-
missio para o Recenseamento dos Eleitores Portugueses no Estrangeiro, no
Ministério de Ncgécios Estrangeiros; ¢ o dos servicos de apoio a Comissio
Nacional de Elei¢des. Contrapdem-se estes a um universo de milhares de ci-
dadios que, enquanto tal ou como apéndice ao exercicio das suas atividades
proﬁssionais, conduzem cada processo eleitoral.

Para os mais de 60.000 membros das mesas que presidem as operacgoes de
votagio ¢ contagem dos votos, ¢ os mais de 30.000 que as fiscalizam, a parti-
cipagao ¢, essencialmente, cidada. E ¢ efémera. Constituem-se os scus érgios
ou sdo instituidos os seus agentes na funcio especifica pelo exato tempo do
trabalho que desenvolvem. Permanentes sio aqueles trés orgios primeiro re-
feridos e um ou outro SCTVico de apoio que algumas das grandcs Autarquias
do pats mantem.

Sobre tudo isto podemos conversar, mas ¢ da normaliza¢io que vos queria
falar ja que cla também se associa as questdes que sdo o dmago desta Con-
feréncia. E verdade que, por haver eleicdes, nio para a vida. Mas ¢ verdade,
também, que os momentos eleitorais, por maior que seja a familiaridade dos
cidadios com eles (e nunca ¢ muita, Convcnhamos), s40 excecionais ¢ como tal
devem ser reconhecidos.

As tentativas de norma]izagﬁo administrativa e de, consequentemente,
fazer prcvalcccr todo o tipo de normativos gerais ¢ sctoriais sobre o Direito
Eleitoral especifico, a estas tentativas juntou-se, por exemplo (¢ um exemplo
s0), a regulacio, no Codigo Penal, de alguns crimes cleitorais, menorizando,
desde 10go e sO por isso, todos os demais ¢, do mesmo passo, contribuindo
para diluir as suas especificidades.

A tendéncia geral ¢ governamentalizar sem reflexio ou discussio critica ¢

instituir a supremacia dos meios sobre os fins. Num Cxcmplo recente, na esco-
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lha da Autoridade para a regulacio dos servigos digitais (em que uma preocu-
pagao fundamental ¢ a manipulagﬁo das consciéncias dos cidadios em gcral,
mas especialmente nos processos eleitorais) nessa escolha, dizia, a prevaléncia
foi dada ao regulador da atividade material, mas sem previsio adequada aos
processos eleitorais e a intervengao em processos cleitorais.

O tio reclamado voto eletronico por certas vozes minoritarias, mas toni-
truantes, faz a passagem direta da participagio judicial ¢ cidada no apura-
mento dos resultados da elei¢io para as mios do programador ao servigo do
governo que houver na altura. Mas alguém discute isto ou manifesta simples
preocupacio? Esta normalizagio tende a ser global e, portanto, a abranger os
dominios que hojc aqui nos trazem.

Num recente forum internacional sobre a matéria, a preocupagio com a
verdade, talvez com maior exatidio, a preocupacio com a mentira conduzia a
solugécs do tipo tribunal de opinido, onde, num processo cleitoral, todos ti-
nham lugar, especialistas de informagio, académicos, outros estudiosos ¢ até
0 governo, pasme-se, menos os verdadeiramente interessados, os candidatos,
as candidaturas ¢ os atores politicos em geral.

E, neste frenesim recente, nem sequer se revisita o passado para inquirir se
nele se podem encontrar bases solidas para enfrentar a sicuagio atual. E que
as ha, ha:

“Aquele que, sobre qualquer eleitor, usar de enganos, artificios
fraudulentos, falsas noticias ou qualquer outro meio ilicito para o
constranger ou induzir a votar em determinada lista, ou abster-se de
votar, serd punido com prisdo maior de 2 a 8 anos”.

Esta ¢ a formulacio da Lei Eleitoral da Assembleia Constituinte, de 15 de
novembro de 1974, a mesma lei que criou formalmente esta Comissao Nacio-
nal de Elei¢oes. E, tem sido repetida no essencial, em praticamente todas as
leis eleitorais de entdo para ca.

Que ¢ incomparnvclmcntc superior o universo das ocorréncias possivcis,
que sio incomensuravelmente maiores a velocidade de difusao e a dimensao
dos publicos-alvo, que sio infinitamente mais poderosos os meios e as téc-
nicas utilizados, que, em suma, apesar da clcva(;io gcra] do conhecimento ¢,
possivelmente, da consciéncia critica, ficam mais vulneraveis as consciéncias
individuais ¢, portanto e afinal, que estamos, a este respeito, numa situagio
qualitativamcntc diversa, ¢ inteiramente verdade.

Tao verdade quanto ¢ nio termos de inventar a roda. E, ja que de verdade
falamos no contexto eleitoral, convém recordar que esta concreta verdade,
como a verdade rc]igiosa ou outra conformada nas e pclas rclagécs sociais,
nio se submete ao crivo da epistemologia. A convicgio e a adequagio bastan-
te a manipulacio do real sio, em geral, cricérios suficientes.

Quer isso dizer que ¢ impossivc] reconhecer os enganos, 0s artificios frau-
dulentos, falsas noticias ou qualquer outro meio ilicito que nos ocupam? Cla-
o que N0, Mas que O Campo em que NOs MOVemos ¢, NAo necessariamente

o da verdade cientifica ou de certa verdade doutrinﬁria, mas 0 conjunto de
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verdades, por vezes antagonicas, que a consciéncia comum aceita como hipo-
teses de verdade e sobre as quais recai a escolha individual. E, pois, a mentira
quanto a pessoa, a0 seu discurso e propostas e a sua a¢do que deve ser visada
e nunca a verdade do seu pensamento politico.

Ganha especial relevo, neste contexto, a utilizagio de ferramentas de In-
teligéneia Artificial, tais sdo as potencialidades que em si estas encerram e,
concomitantemente, o alcance da sua eventual utiliza¢io maliciosa. Numa
nio muito distante Conferéncia de érgios com rcsponsabilidadcs similares as
desta Comissao promovida pelo Conselho da Europa em colabora¢io com a
Comissio de Veneza, ficou, afinal, referenciado que sao diversas as preocupa-
¢oes em fungio da natureza dos agentes que operarem aquelas ferramentas.

Em tragos muito largos, ficou a pairar a ideia de que devia ser vedada a sua
utilizacio pelos poderes publicos em matérias direta ou indirecamente relacio-
nadas com clei¢des, e que ndo tenham uso e divulgagio publicos. J4 quanto as
candidaturas, a primeira linha das preocupagdes ¢ a das garantias de liberdade
de opinido, associadas as de igualdade relativa de oportunidades, esta configu-
rada, dcsignadamcntc, pclas 1imitagécs financeiras as dcspcsas com a Clcigio.

Neste combate, a Comissiao Nacional de Elei¢oes tem as competéncias le-
gais, tem a sensibilidade ¢ a agilidade necessarias, falecem-The os meios, a sa-
ber, os recursos e, também, os podcrcs sobre o universo exterior a administra-
¢ao publica e as candidaturas propriamente ditas. Ficam, pois, de fora e sem
aquela prontidio e sensibilidade, todas as relagdes com as pessoas privadas,
individuais ou coletivas, qualqucr que scjaa fung:lo que exerg¢am, fica exclui-
da qualquer possibilidade de agir junto delas, exceto por consenso, incluindo
a de fazer cessar em tempo util um comportamento perverso.

Ora, se estas preocupacdes puderem ser acompanhadas por algum de vos,
dou por bem entregue 0 meu tempo ¢ 0 meu esforco.

Com isto me retiro.

Muito obrigado.
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Orador: Gongalo de Almeida Ribeiro
Vice-Presidente do Tribunal Constitucional

INTELIGENCIA ARTIFICIAL E A
CONSTITUICAO DA REPUBLICA PORTUGUESA

Muito obrigado Senhor Dr. Fernando Silva.

Senhor Presidente da Comissio Nacional de Elei¢oes, Senhores Membros
da Comissao Nacional de Elei¢oes, convidados de outros paises, nomeadamen-
te lusofonos, minhas senhoras e meus senhores. Caros companheiros de painel.

O tema da minha intervengio, «Inteligéncia Artificial ¢ Constitui¢io»,
tem uma amplitude, vaguidade e monotonia que me conferem ampla margem
para dissimular a minha ignorancia sobre o assunto desta Conferéncia ¢ pilo-
tar a intervengio na rota que me for mais conveniente.

Como saberio, ha trés tipos de ignorancia: a ignorancia néscia, a igno-
rancia semi-instruida, ¢ aquela a que o tedlogo medieval Nicolau de Cusa
chamou douta ignorincia, a ignorincia aflorada por Socrates quando disse
que o ponto culminante da reflexio do filésofo ¢ compreender que nada sabe.

Ora bem, sobre Inteligéncia Artificial, a minha ignorancia ¢ seguramente
nio douta e provavelmente insuficientemente instruida para ser semi-instrui-
da. Por isso, vou ter a temeridade, contra a prudéncia dos organizadores,
que me convidaram para falar sobre um tema que me permitia dissimular as
minhas insufici¢ncias, de dizer-vos alguma coisa sobre o tema mais amplo da
natureza da Inteligéncia Artificial.

Também vos direi algumas coisas, julgo que banais, sobre as promessas ¢
os desafios da Inteligéncia Artificial nos dois dominios, por exceléncia, do di-
reito constitucional, que sdo os direitos fundamentais e a organizacio politica
- ¢, claro, no que a esta ultima vertente diz respeito, concentrarei as minhas
obscrvag()cs na vertente cleitoral da democracia. Esta tltima ¢é a realidade que
justiﬁca a existéncia desse organismo administrativo especiah’ssimo ¢ precio-

sissimo que ¢ a Comissao Nacional de Elei¢oes — cujo meio seculo celebramos.
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Sei bem do que falo, porque ha uma relagio insticucional necessaria e proxi-
ma entre o Tribunal Constitucional, nas suas vestes de instancia suprema no
contencioso eleitoral, e a Comissao Nacional de Eleicoes.

De alguma forma, os 50 anos da Comissio Nacional de Elei¢oes sio uma
cc]cbragio da Democracia em Portugal, cda conquista historica da sua con-
solida¢do, coisa que, como os acontecimentos mais recentes em varios pai-
ses nos permitem ver, ¢ algo que nunca se pode dar por adquirido. Como
me disse certa vez a filosofa polftica turco-americana Scyla Benhabib, numa
conversa que tive o privilégio de ter com ela em Lisboa, as institui¢des siao
muito frageis, sio mais frageis do que as pessoas. Acresce que as institui¢oes,
a0 contrario das pessoas, se me permitem uma alusio rcligiosa, nio lhes foi
prometida a vida eterna.

Ora bem, correndo o risco do cabotinismo, que ¢ aquilo que a liberalidade
do tema que me foi dado me permitiria evitar, nao resisto a parti]har COnNvos-
co uma reflexdo critica, de alguma forma numa especie de encontro dialético
com a intervengio, como sempre brilhante, e essa sim sabia, do Professor
Carlos Fiolhais, sobre o que cu dcsignaria como o CqUI/VOCO ou a fantasia ter-
minolégica da Inte]igéncia Artificial.

O Professor Carlos Fiolhais, hoje de manha, deu-nos conta das origens
desta denominacio, ¢ cu penso que esta denominacio ¢ bastante enganadora.
Ela ¢ enganadora, por um lado, por uma razio que ele referiu, que ¢ nos sa-
bermos muito pouco sobre o que ¢ a Inteligéncia; ¢, por outro lado, por uma
razio mais profunda, que ¢ade que esta expressao, «Intcligéncia Artificial»,
sugere que estamos a falar de maquinas pensantes e de pessoas artificiais,
quando, em boa verdade, a Inteligéncia Artificial, mais do que uma espécie
ou modalidade de Intcligéncia, ¢ uma forma sofisticadissima de computracao
ou processamento de quantidades astrondmicas de informacio.

O ChatGPT, por exemplo, ou os seus derivados futuros (estou dar este
exemplo porque ¢ a tecnologia que ¢ mais interessante ¢, 20 mesmo tempo,
mais intimidante para os académicos) podem resumirnos, em linguagem
cristalina ¢ concisa, as grandes teorias da fisica contemporanea, identificar
a origem exata de uma citagao exotica (nao ¢ preciso gastar um dia inteiro
numa biblioteca), ou ajudar-nos a aprimorar os conceitos e refinar as palavras
de um argumento. Pode at¢ dar-nos um soneto camoniano, ou um poema de
Alvaro de Campos. Se abstrairmos do facto de que niao teria sido possivel no
seculo XVI, nem sequer na primeira metade do s¢culo XX, compor um poe-
ma sobre Inteligéncia Artificial, um nio especialista em estudos camonianos
ou pessoanos podia perfeitamente tomar aqueles versos como sendo versos de
Camdes ou de Fernando Pessoa.

Mas, como bem explicou o Professor Carlos Fiolhais, isto ¢ um jogo de
imitagao, ¢ cu arrisco-me a dizer quec estes sistemas nao vao desenvolver uma
teoria nova que reconcilie a mecanica quantica com a relatividade geral (en-
fim, o grande Santo Graal que pessoas como o Professor Fiolhais colaboram

para pcrscguir), €SCTCVETr um romance com a originnlidadc c profundidadc
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dos irmiaos Karamazov de Dostoicvski (com certeza que o ChatGPT sera ca-
paz de escrever mais um romance no género ou na matriz dostoi¢vskiana, mas
0 truque esta em ser o pioneiro) ou resolver, digamos, o problema teologico
ou o mistério da Santissima Trindade. Se o Chat GPT for capaz de fazer estas
coisas, cu rendo-me, eu rendo-me, ¢ vou rever o meu conceito de intcligéncia.

Nio se trata, arrisco-me a dizer, de uma questao téenica, porventura em
vias de ser ulerapassada, mas de um abismo ontoldgico. Os problemas que
mencionei nio sio desafios de computagio que podem ser resolvidos com a
acumulacio de mais dados e a modifica¢io dos parametros de processamento.
Sio desafios que convocam as regides misteriosas ou insondaveis da Inteligén-
cia, cOmo a imaginag¢ao, a intuigao, a }orcsciéncia7 a improvisagao e, coisa que
¢ de particular relevancia para os juristas, o juizo. Enfim, sio estas faculdades
que caracterizam aquelas expressoes superiores da inteligéncia humana que
digniﬁcamos com a dcsignagio de gcnia]idadc -0 génio humano.

Ora, 0 que caracteriza a inteligéncia nio ¢ a capacidade de processar
grandes quantidades de dados ou de transformar inputs em outputs, mas exa-
tamente o contrario. E a Capacidadc de formular proposigdes verdadeiras,
tomar decisdes corretas, ou produzir artefactos valiosos, apesar da pobreza
dos estimulos e dos recursos para os processar. Os seres humanos nio sio, ao
contrario das mﬁquinas, criaturas govcrnadas pcla rcgu]aridadc mecanica
dos algoritmos - procedimentos de decisao ou de raciocinio -, mas pela coe-
réncia organica dos sentidos. De resto, nio queria agora explorar este tema,
mas ha uma distingio, conhecida da Filosofia da Ciéncia, entre o contexto de
descoberta ¢ o contexto de justificagio. Uma coisa ¢ como ¢ que o cientista
descobre uma hipdtese; outra coisa ¢ como ¢ que o cientista justifica essa
hipétcsc. Hoje diriamos, na 1inguagcm da psicologia comportamcntal de Da-
niel Kahneman, que a segunda, o contexto de justificacio, releva do chamado
Sistema 2, o sistema da ponderagio, da racionalidade, do step by step decision-
—making or thinking ¢, 0 primeiro, do Sistema 1, o dominio da heuristica ¢ da
intuicio. E neste Sistema 1 que estd, digamos, a matéria-prima indispensavel,
¢ 20 mesmo tempo misteriosa, da inteligéncia humana.

E permitam-me, para nio ficar neste plano de grande abstracio, que dé
como exemplo trés competéncias ou manifestagdes triviais, mas indispensa-
veis, da Inteligéncia humana: a gramaticalidade, a convivialidade, ¢ a judi-
ciosidade. Por gramaticalidadc entenda-se a aquisigao da Compcténcia lin-
guistica. Sabemos, pelo menos, desde os trabalhos de Noam Chomsky sobre
a gramatica generativa, que a forma como as criangas aprendem a falar nio
¢ CXplica’VCI pcla cxpcriéncia ou pcla afluéncia dos estimulos que recebem ao
longo da infancia. Nomeadamente, passa-se o seguinte: as criangas, quando
adquirem um certo nivel de competéncia linguistica, sio capazes de dizer
muito mais coisas do que aquc]ns que ouviram no seu contexto familiar e
social, que ¢ relativamente restrito.

Deixem-me dar-vos um exemplo da minha vida pessoal, uma coisa de que

nos apcrccbcmos, cuca minha mu]hcr, hI’l rclativamcntc pouco tcmpo, ¢ quc
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muito nos impressionou. Eu tenho dois filhos, a minha filha mais pequena
tem 3 anos, a minha mulher ¢ alemd, ¢ a minha filha mais pequena fala em
alemio com a mie e em portugues comigo. Nos apercebemo-nos, aqui ha
uns meses, que cla comecou a falar, de uma forma espontanea, sempre em
alemio com a mie, em portugués comigo. Se ela estiver a falar com a mic em
alemio, ¢ eu surgir, ela vira-se para mim e fala imediatamente em portugucés.
Ora bem, isto nio podera relevar do facto de ela compreender que se trata
de duas linguas distintas. Ela nio tem sequer o conceito de lingua, que ¢ um
conceito de enorme abstra¢io. De resto, se eu pedir a algum de vos, ou a mim
proprio, para definir o que ¢ uma lingua, ficariamos em grandes apuros. Ela
nio tem esse conceito. Nao ha nenhuma razio para supor que seria pouco
natural ou absurdo que ela entendesse as frases em alemio e portugués como
integrando um universo linguistico comum; talvez isso fosse de resto a atitude
mais natural. E, no entanto, ela teve a intui¢ao necessaria para, com uma cx-
posi¢io limitadissima a comunica¢io com os pais, conseguir perceber que ha
dois universos, que sio dois universos incomensuraveis, o universo da lingua
portuguesa ¢ o universo da lingua alema.

Este ¢ o mistério da gramaticalidade: a capacidade que os seres humanos
tém de se tornarem fluentes, gramaticais, articulados, tendo uma exposi¢io
lingul’stica muito reduzida. Ninguém aprcndc asua Hngua materna indo para
a escola ¢ aprendendo gramatica. Alias, ¢ o contrario, a gramatica ¢ uma ten-
tativa dos gramaticos de induzir as regras que se aplicam no uso natural da
lingua, ¢ as proposi¢oes dos gramaticos sio sempre insuficientes para apreen-
der a totalidade da lingua tal como ela ¢ vivida pela comunidade dos seus fa-
lantes. A lingua aprende-se em casa, com pessoas, as criangas, que nio sabem
nada sobre mérodos de instrucdo; sem sistema, sem Compéndio, sem orienta-
¢10, a partir, obviamente, de uma experiéncia pratica, mas uma experiéncia
pratica que ¢ de uma finitude visivel, comparada com a quase infinitude do
universo de possibilidadcs que abre.

O segundo exemplo que eu vos queria dar ¢ o exemplo da convivialidade,
isto ¢, a capacidade que nds temos de nos comportarmos de uma forma so-
cialmente adequada; de cu, por exemplo, nio decidir agora rebolar por este
estrado abaixo e fazer aqui uma figura que sera considerada por todos vos
como pouco adequada para um ser humano em geral ¢, sobretudo, para o
Vice-Presidente do Tribunal Constitucional.

Ora bem, o exemplo que vos vou dar, que foi dado por um filosofo ame-
ricano, professor de Berkeley, Hubert Dreyfus, que tratou de alguns temas
da chamada Filosofia da Mente, ¢ muito simples. E o exemplo ¢o seguinte:
uma crianga ¢ convidada para uma festa de um amigo da sala do Jardim de
Infancia, uma crianga pouco mais velha do que a minha filha, portanto com
4 0u 5 anos, ¢ essa crianga sabe que, no ano passado, tinha ido a uma festa
do mesmo colega ¢ que os pais tinham comprado, para ele dar como pre-
sente nessa ocasiio, um papagaio. O pai ou a mie vio comprar um presente

ara este ano, e compram um papagaio, e ele diz aos pais “nio podemos dar
p ) p papagalo, P p
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esse presente, que foi o presente que demos no ano passado”. Ningué¢m lhe
ensinou esta regra, ¢ seria perfeitamente natural que a crianca pensasse que
“0 aniversario ¢ aquela ocasido em que se da 0 mesmo presente que se deu
nos anos anteriores”. Isto somos nos a fazermos uma reconstru¢io concep-
tualmente complcxa daqui]o que, obviamente, no imagin:’u‘io desta crianga,
seria bastante mais primitivo ¢ intuitivo.

A questdo ¢ a seguinte: como ¢ que a crianga tem a nog¢io de que a regra
nio pode ser essa? Bom, suponho que por varias razdes. Primeiro, ¢ capaz de
contextualizar aquele fendmeno social num universo de experi¢ncia mais
amplo, ¢ consegue exercer uma capacidade inferencial perfeitamente miste-
riosa, indispcnsa/vcl a0 jurista, que ¢ o raciocinio analc’)gico. Todas as tenta-
tivas de reducio formalista da argumentacao juridica ou da argumentagio
¢tica, em geral, procuraram assimilar a inferéncia analdgica a formas infe-
renciais pcrfcitamcntc racionais, sobretudo a dcdugio. E todos esses proje-
tos falharam. Ha qualquer coisa de irredutivelmente informal no raciocinio
analogico, ¢ que ¢ essencial, ndo s6 a resolugio dos grandes problemas ¢ticos
da humanidade, como nas decisdes quotidianas, quando aplicamos normas
sociais ¢ comportamo-nos de uma forma adequada. Em suma, interioriza-
mos um ethos, sem que esse ethos, mais uma vez, esteja enunciado ou codifi-
cado, ou possa ser reduzido a proposicocs de um compéndio ou catecismo.

Finalmente, considerem o caso da judiciosidade, uma competéncia hu-
mana cara aos juristas. E vou dar-vos, neste ambito, um exemplo famoso em
filosofia moral, que ¢ discutido ha muito tempo, o chamado caso do trolley.
Como nos nio temos uma boa expressio em portugucs para trolley, vamos
dizer que ¢ uma locomotiva. Eu talvez devesse ter aqui um quadro para ex-
plicar isto melhor, mas penso que estao mais ou menos familiarizados com
este dilema ¢tico. Imaginem que estou a conduzir uma locomotiva num car-
ril principal, ¢ apercebo-me de que ha cinco pessoas que estio a trabalhar
naquc]c carril e, por alguma razio, uma falha técnica, nio tenho a possibi—
lidade de apitar ou avisar aquelas pessoas de que elas vio ser atropeladas,
¢ morrerio seguramente se eu nada fizer. Ao mesmo tempo, os travoes nio
funcionam, ¢ cu apercebo-me de que ha um carril secundario para o qual
posso desviar a locomotiva. Sucede que, nesse carril secundario, esta um
dos trabalhadores que, originariamente, estava a trabalhar na reparacio
da linha principal, um sexto trabalhador que esta a fumar um cigarro. E
eu tenho o seguinte dilema ¢tico: os travoes nao funcionam e, portanto, a
escolha ¢ entre matar cinco ou matar um.

Quando cu pergunto aos meus alunos o que ¢ que cles fariam nesta
ocasilo, a rea¢do ¢ praticamente unanime e, em muitos anos, ¢ Mesmo una-
nime: a de que, nestas circunstancias, a situagio ¢ tragica, mas ¢ melhor
matar um do que matar cinco. Temos aqui uma regra. Vamos dizer “que
bom”, vamos dizer a0 ChatGPT que isto ¢ uma regra importantissima, ¢ a
regra simples ¢ cogente de que ¢ melhor (ou menos mau) matar um do que

matar ¢inco.
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A seguir, vem um outro caso, um outro dilema ¢tico, o dilema do cirur-
gido. Um cirurgiio tem cinco pacientes com uma necessidade imperiosa de
transplante de um 6rgio vital, sendo que os orgaos vitais sio diferentes em
cada um dos casos. Um precisa de medula dssea, outro de um rim, ainda
outro do segundo rim, outro de um figado, outro de um cora¢io. E ha um
sexto paciente que veio ver o médico porque tem uma constipacio, ¢ ¢ um
paciente perfeitamente saudavel, ¢ 0 médico tem a no¢io imediata de que os
6rgﬁos dele (vamos admitir que isto ¢ medicamente possfvcl) sa0 compatfvcis
com os cinco pacientes carecidos de transplante urgente. E 0 médico tem o
seguinte dilema ¢tico: devo matar o meu paciente saudavel, que tem apenas
uma constipacio, para recolher os 6rgios ¢ transplanta-los, salvando os meus
cinco pacientes que precisam desses transpl:mtes? A resposta ¢ invariavelmen-
te unanime. Toda a gente diz que ndo, de onde se extrai uma segunda regra
(ja estamos a aumentar um pouco a complexidade), regra essa segundo a qual
¢ melhor deixar morrer cinco do que matar um. E melhor matar um do que
matar cinco, mas ¢ melhor deixar morrer cinco (obviamente o cinco aqui ¢
al‘bitririo, podiam ser 20, N0 interessa) do que matar um.

Agora vem o terceiro caso, e as coisas come¢am a complicar-se. No terceiro
caso, cu nio estou a conduzir a locomotiva. Sou um transeunte, ¢ apercebo-
-me de que ha uma sala de controlos, ¢ a locomotiva ¢ governada por um sis-
tema de Inteligéncia Artificial, podendo ser passada para um sistema manual.
E apercebo-me também que o maquinista, por alguma razio, desmaiou e,
portanto, tenho eu que tomar a decisio sobre o que fazer nestas circunstan-
cias. Se eu nada fizer, a locomotiva seguira o seu caminho e matara os cinco
trabalhadores que estdo a reparar a linha principal. Se eu intervir, carrega-
rei num botao, tomarei conta do sistema, desviarei o curso da locomotiva,
e apenas uma pessoa morrera. O que ¢ que eu fago nestas circunstancias? A
csmagadora maioria das pessoas diz, nestas circunstancias, que o agente tem,
no minimo, a permissao moral e, provavclmcntc, a obrigagio moral, de inter-
vir, de evitar a morte dos cinco, matando uma pessoa. Mas ai esta, estaria a
violar a segunda regra, segundo a qual ¢ melhor deixar cinco morrer do que
matar um.

Qual ¢ que ¢ a razio de ser disto? A maior parte das pessoas, depois de
refletir bastante, diz qualquer coisa do seguinte género: “Nestas circunstan-
cias, ao contrario do caso do cirurgiao, a pessoa que vai morrer ¢ um dano
colateral da minha a¢ido, eu nio estou a usa-la como um instrumento para
salvar a vida dos outros cinco, portanto eu nio estou a violar a sua digni-
dade pessoal. E uma tragédia que aquela pessoa esteja ali, mas a verdade ¢
que cu conseguiria salvar as cinco pessoas se aquela pessoa ali nio estivesse.
Isso ndo acontece no caso do cirurgido, em que ha uma pessoa que, na sua
singu]aridadc pcssoa], na sua individualidade irrcpctl’vcl, ¢ usada como um
instrumento para salvar outras cinco, e ¢ isso que nio ¢ admissivel”.

Bom, 0 nosso principio ¢tico ja esta muito complicado, agora ja ¢ o princi-

piO dC quc é mclhor matar um dO quc dCiXﬂI‘ cinco morrer, a nao ser quc ¢ssc
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um seja usado como instrumento para salvar os cinco. Ha casos adicionais,
cada vez mais subtis e dificeis. No fim da aula o quadro esta cheio e temos
uma regra que nem todos aceitam e com muitas distingdes. Agora, ha duas
questdes fascinantes neste exemplo que vos estou a dar sobre a judiciosidade.

A primeira éa seguinte, o ju{zo vem antes da regra, certo? A regra ¢o
esforco que nos fazemos para refletir sobre a intui¢io que, em muitos casos,
nio ¢ sequer uma intui¢ao dubitativa, ¢ uma certeza moral sobre o que fazer.
O segundo aspeto ¢ o seguinte: nio ¢ comum termos que resolver problemas
¢ticos desta ordem complexidade, mas, se os tivermos que resolver, isto faz
parte do que ¢ ser humano; mas a discussio sobre os fundamentos dos nossos
ju{zos morais, €ssa, caros amigos, ocupa muitas bibliotecas de filosofia moral,
matéria sobre a qual ha divergéncias irreconciliaveis entre os especialistas.

Moral da historia? A expressio «Inteligéncia Artificial»> insinua uma
compreensio do que ¢ intcligéncia que me parece francamente limitada.
Uma compreensio proxima de uma expressio que foi usada por um filosofo
inglés do século passado, Gilbert Ryle, que escreveu um livro famoso sobre o
conceito de “mente” (0 mesmo ¢ dizer, sobre o conceito consciéncia, um dos
grandes misterios da ciéncia e da filosofia contemporaneas). Diz ele que a
grande matriz moderna sobre o que ¢ a mente ¢ a cartesiana, que denomina
com the ghost in the machine. Nos somos seres humanos, ndés somos mentes,
consciéncias, espiritos numa maquina ou mecanismo que ¢ 0 Corpo.

Bem veem que, provavelmente, Alan Turing ¢ Isaac Asimov, pessoas ab-
solutamente geniais (o que também nio deixa de ser iro’nico)7 pensaram na
Inteligencia Artificial numa atmosfera intelectual dominada por este ima-
ginario cartesiano. Mas, a verdade ¢ que, cingindo-nos apenas a mente, as
dimensodes mais relevantes e consequentes da intcligéncia humana, sio pre-
cisamente as dimensoes da mente que se afastam mais do paradigma da com-
puta¢io ou do processamento de dados. E, depois, ha as outras dimensoes
da Intcligéncia humana, o facto de cla ser condicionada pcla nossa COl’ldi(;flO
corporea, de os seres humanos serem criaturas corporeas, e ainda criatu-
ras sensoriais, criaturas emocionais, ¢, nio ha como evitar dizé-lo, criaturas
espirituais, no sentido em que habitam o mundo de sentidos ¢ procuram
refletir sobre esses sentidos. Alguns dirdo que esses sentidos remetem para
o universo de transcendéncia em relagdo a existéncia humana, um espirico
superior, ¢ outros entenderio, pelo contrario, que isto ¢ um produto do lon-
go ¢ interminavel teatro da sele¢io natural, que faz com que os organismos
humanos tenham uma coisa que uma maquina nunca pode ter, a nio ser,
obviamente, quc isso scja inserido arctificialmente pclo ser humano, que ¢a
motivagio, a forca vital.

Isto tudo para vos dizer o seguinte: penso que a metafora antropomorfica
da Intcligéncia Artificial ¢ um obstaculo a compreensao do que esta a acon-
tecer no mundo nesse dominio.

Por outro lado, numa nota de pessimismo cultural, devo dizer-vos o se-

guinte. Eu temo mais que a intcligéncia humana se dcgradc a um tal ponto
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que, de facto, a espécie se tornara numa versio obtusa do que hoje chamamos
Intc]igéncia Artificial, do que a Intcligéncia Artificial adquirir todas as pro-
priedades ou predicados caracteristicos da inteligéncia humana.

Estava hoje a comentar ao almoco que, olhando para algumas das vertentes
da nossa Civilizagio dita digital, temo que, daqui a trés geracdes, a gcncralida—
de dos seres humanos nio seja capaz de ler um livro, porque ler um livro exige
uma capacidade de concentra¢io, uma preservagio da imaginagio, um mundo
interior, a possibilidadc de nos projetarmos num di:ﬂogo intrapcssoal quan-
do nio temos a oportunidade de conversar com outros, que sio capacidades
humanas que estdo a ser mutiladas pela orgia da imagem, pela pobreza do dis-
Curso ¢ por outras realidades préprias desta sociedade digital em que vivemos.

De facto, temos um acesso a informagao como nunca tivemos, a uma velo-
cidade que nunca tivemos, mas toda a dimensio da intuicio ¢ da imaginacio,
por um lado, e da reflexio e da ponderagio, por outro, estao cada vez mais
empobrecidas. Portanto, se calhar daqui a 100 anos vamos regressar a uma
situagdo historica paralela daquela que a Europa ocidental viveu no periodo
que vai desde a qucda do Império Romano do ocidente a Consolidagio dos
reinos cristdos apos a desagregacio do Império Carolingio, em que os litera-
tos, as pessoas que leem livros e sio capazes de pensar profundamente, vio
ser uma Cspécic de monges Beneditinos, certamente em institui¢oes seculares
e nio religiosas ¢, portanto, vamos voltar a esse modelo medieval de literacia,
depois de muitas centenas de anos de imprensa e instrugio universal.

Ora bem, feita esta longa incursio prc]iminar, Senhor Moderador, quanto
tempo ¢ que eu ainda tenho?

[Moderador do Painel 2]

Tem trés minutos.

[Orador]

Muito bem, resta-me dissimular o melhor que puder o que fiz, que foi um
exercicio de fuga descarada ao tema, dizendo-vos duas ou trés banalidades
sobre a Inteligéncia Artificial e o Direito Constitucional.

Aquilo a que se chama Inteligéncia Artificial tem, naturalmente, um enorme
impacto no direito constitucional, como tiveram, alias, todas as grandes inova-
coes tecnologicas, desde logo a internet, mas, muito antes disso, o constituciona-
lismo moderno teria sido impensavel sem a inven¢io da imprensa. Longe de mim
ser um determinista tecnologico, a moda do chamado marxismo vulgar, que nio
se confunde com o marxismo culto. Nao sou um determinista tecnologico, mas a
relevancia da tecnologia no direito ¢ evidente. Ora, os direitos fundamentais, que
nos pensamos muitas vezes como sendo direitos extraordinariamente abstratos e
filosoficos, sio direitos concretos e praticos, que em boa medida correspondem a
ressonancia da evolug¢io téenica na consciéncia juridica. Por isso, ¢ natural que a
Inteligéncia Artificial tenha um impacto grande em materia de direicos funda-
mentais. Vou aqui salientar dois aspetos.

Os direitos fundamentais constituem os poderes publicos em deveres de di-

ferente natureza. Os deveres de abstencio sio correlativos de direitos a que o
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Estado nio intervenha. Os deveres de protegio, [sio] direitos a que o Estado
intervenha para proteger a pessoa das ameagas protagonizadas por terceiros ou
devidas a causas naturais. Os deveres de promocio sio deveres de prestagio de
bens que nio estdo ainda no poder das pessoas.

Ora, a Inteligéncia Artificial, fazendo aqui uma sintese muito grosseira, re-
presenta uma possibilidade adicional e, provavelmente, amplissima de reforco
significativo da qualidade e da quantidade da promogio dos direitos fundamen-
tais. Com efeito, em dominios em que os deveres do Estado sio essencialmente
deveres de prestacio, como sejam a satde, a educagio ¢ o acesso a justica, ¢ muito
provavel que a Inteligéncia Artificial, com a sofistica¢io que tem hoje, represente
um grande progresso. Progresso na qualidade e no custo da presta¢io de servicos
de satde, na qualidade ¢ no custo da educagio, nomeadamente a sua adaptacio
as necessidades especiais dos estudantes e, também, na qualidade do acesso ao
Dircito, porque ¢ evidente que ha muitos servicos juridicos, nomeadamente a
informacio juridica, que podem ser prestados de uma forma adequada ¢ com
clevada qualidade por sistemas como o ChatGPT. Se cu fizer uma pergunta ao
ChatGPT sobre a jurisprudéncia do Tribunal Constitucional num determinado
dominio, no atual estado de desenvolvimento da tecnologia, ¢ provavel que ve-
nha a obter uma resposta excelente.

[sto sdo Otimas noticias. As mas noticias sio que, em matéria de deveres de
protecio do Estado, a Inteligéncia Artificial coloca desafios adicionais. E os de-
safios (ndo vou aqui elabora-los, porque sio evidentes) sio sobretudo em matéria
de privacidadc ¢ discriminagﬁo. Privacidade porque, como foi referido esta ma-
nhi, ¢ evidente que a Inteligéncia Artificial depende dessa forma de capital, que
¢ caracteristica do mundo digital, que ¢ o capital digital, os dados. E a acumula-
¢ao de dados representa um risco gravissimo para areserva de intimidade da vida
privada. Mas, também, a discriminagio, porque a discriminagio ¢ um fenémeno
largamente historico e, obviamente, os dados sio sempre informacio passada.
Um mecanismo de decisio que resulta do processamento de informacio histo-
rica, se nio for adequadamente corrigido pela interven¢io humana, podera, em
muitas circunstancias, alimentar a discriminagio segundo os padroes pretéritos.

Com isto passo, muito rapidamente, a questio da organizacio politica. Qual ¢
o impacto da Inteligéncia Artificial nos processos eleitorais? Mais uma vez, cons-
tatam-se inumeros beneficios em materia de mobiliza¢io politica, aquilo que se
chama o microdirecionamento da propaganda. Chamo-vos a atencio para o se-
guinte, que o termo propaganda, no discurso politico, tem um sentido descritivo
¢ um sentido pejorativo. No sentido descritivo, a propaganda ¢ perfeicamente
legitima, isto ¢, as forcas politicas procuram persuadir os cidadios - acravés dos
varios mecanismos de persuasio que conhecemos, pelo menos, desde a Retdri-
ca de Aristoteles - da bondade dos seus diagnosticos e das suas propostas. Em
democracia, partimos do principio de que os cidadios sio suficientemente ins-
truidos ¢ maduros para exercerem o seu espirito critico em relagio a informacio
que recebem; e, apesar de tudo, acho que ainda nio chegamos ao estadio cultural

em que temos que abandonar inteiramente esse pressuposto. A propaganda faz
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parte, neste sentido descritivo, da fisiologia da vida democratica, e nao ha duvida
de que a lntcligéncia Artificial ¢ um contriburo grandc para o aprimoramento
desta pratica legitima.

Tambeém em matéria de aperfeicoamento das sondagens, em matéria de voto
cletronico, como foi aqui salientado esta manha, e de apuramento eleitoral, ¢
muito provavel que a Inteligéncia Artificial contribua para nos termos, do ponto
de vista das virtudes que eu acabei de mencionar, uma vida politica mais cirur-
gica, mais eficiente, e merecedora de C()nfianga.

Mas ha perigos, ¢ sio grandes. Ha perigo da propagag¢io de falsidades, que
foi amplamente discutida esta manha, ¢ que eu nio vou repetir; ¢ ha o perigo
da manipulagio de comportamentos. Reparem no seguinte, a parcela da vida
humana que se consubstancia em a¢io plenamente consciente ¢ reduzidissima.
A maior parte do comportamento humano nio ¢ de natureza mecanica, porque,
resultando embora de uma apreensio inteligente ¢ parcimoniosa de sentidos, ¢
largamente irrefletido. Quando conduzimos o nosso automével de manha para
0s nossos empregos, todas as operacdes, que sio bastante complexas, que fazemos
para conduzir aquele automovel, sio operacdes que nio sio plenamente cons-
cientes, embora sejam certamente inteligentes. Alias, por isso ¢ que podemos
fazer outras tarefas enquanto conduzimos, enfim, algumas em viola¢io clara da
lei rodoviaria, mas conforme os usos imemoriais dos automobilistas patrios.

Mas o perigo maior da Inteligéncia Artificial, e com isto termino, ¢ o perigo
da dissolug¢io do espaco piblico. Eu nio tenho tempo para desenvolver este tema,
mas a ciVilizagﬁo moderna, em particular a civilizagﬁo liberal e democratica, que
corresponde ao nosso modo de vida coletivo, depende ¢ dependeu sempre, de
uma realidade muito particular, que ¢ a existéncia de um espago publico. Hegel
fez uma observagio muito interessante. Disse que, para nds, modernos, a leitura
do jornal matinal desempenha a mesma funcio que a missa dominical no mundo
medieval, ¢ um ritual civico de integracio da pluralidade num espaco comum.

Ora bem, o grande perigo da lntcligéncia Artificial ¢ o de que cla contribua
para vivermos em silos comunicacionais, em que nos limitamos a ouvir as coisas
que queremos ouvir, ¢ em que, portanto, nao somos capazes de fazer aquela tran-
sicdo entre a subjetividade privada, prisioneira dos seus preconceitos, ambicdes,
relagdes e contingéncias, para uma condicio pablica indispensavel a vida demo-
cratica — a de cidadio. O cidadio ¢ aquele que ¢ capaz de procurar, ou aspirar,
pelo menos, a um ponto de universalidade, ¢ de participar com os scus semelhan-
tes, os membros da comunidade, num projeto comum, num projeto coletivo. Sem
um espaco publico partilhado, creio bem que isto ¢ perfeitamente impossivel.

Muito obrigado pela vossa paciéncia.
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Susana Aires de Sousa'
Professora Associada da Faculdade de
Direito da Universidade de Coimbra

CRIMES ELEITORAIS E INTELIGENCIA
ARTIFICIAL: ALGUNS DESAFIOS?

INTRODUCAO

Os crimes cleitorais, no ordenamento jurl/dico portugués, preveem-se no
titulo V do Codigo Penal e nos titulos dedicados ao ilicito eleitoral, em cada
uma das leis eleitorais.

Nos proximos minutos, tomando como ponto de partida um retrato, em
tempo comedido, dos crimes eleitorais, testa-se a sua resistencia aos desafios
colocados pela TA em matéria de desinformagio para fins eleitorais. A partir

dCSEC recrato percorrem-se trés qUCSEC)CS ﬁmdamcntais:

. ~ - ~ . . I4 .
1. A desinformacio para fins cleitorais através de sistemas de TA
tem relevancia criminal?
. ~ -~ ~ . . 14 .
2. A deslnformﬂ(;ﬂo pﬂr}l fll’ls C]Cltorﬂls atraves dC sistemas dC IA
A . . .
deve ter relevancia criminal?
3. A luz do Regu]amento deTAa dcsinformaqio para fins eleito-
. ! A . . . B
rais atraves de IA pode ter relevancia criminal?
1 Professora Associada da Faculdade de Dircito da Universidade de Coimbra.
E]’nﬂil: SuSﬂnﬂﬂS@Fd.UC.pt
Univ Coimbra, 1], Faculdade de Direito.
2 B0 texto que se publica corresponde, no essencial, 4 apresentagio oral realizada na Conferéncia “In-
teligéncia Artificial, Democracia ¢ Eleigoes”, organizada pela Comissio Nacional de Eleicoes (CNE), por
ocasido das comemoracoes dos seus 50 anos, em Lisboa, no dia 27 de Fevereiro. Manteve-se, no seu estilo,
a f‘ll’lﬂ]idﬂd@ COmuniC:ltiV:l c¢a n’lﬂtl‘iz L{C ()rﬂ.lid.ﬂ(.{(i F()l‘ﬂ]’l’l7 C()l’ltud(), ?LCICSCL’nt‘.ldOS ﬂlguns L’]C]’Ilcnf()s [«

infbrm:xg()cs, pr(/)prios de um texto escrito.
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Trata-se de um conjunto de reflexoes que deve merecer a nossa atencio,
mas para as quais — antecipo — ¢ impossivcl rcspondcr de forma satisfatoria

nos vinte minutos atribuidos a esta exposi¢io.

0S CRIMES ELEITORAIS: FUNDAMENTO
CONSTITUCIONAL E RETRATO LEGAL

O titulo V do Cédigo Penal retine os crimes contra o Estado. No primeiro
capitulo estdo os crimes contra a seguranca do Estado, divididos em trés sec-
¢oes: 0s crimes contra a soberania nacional; os crimes contra a rca]izagﬁo do
Estado de direito e os crimes eleitorais. Estes tltimos sio expressao de uma
tutela penal do Estado numa dimensao que se liga a preserva¢io do principio
democritico. O direito penal ¢ aqui um instrumento de controlo do direito a
participar na vida polftica, diretamente ou por intermédio de representantes
eleitos (artigo 48.2 n.2 1 da CRP), por meio de um sufragio universal, igual,
direto, secreto e periddico (artigo 10 n.® 1 da CRP). Encontramos nestes
artigos constitucionais a referéncia fundamentante ¢ lcgitimadora do direito
penal eleicoral.

Sao crimes eleitorais a Falsificagdo do recenseamento eleitoral, punivel com
pena at¢ 1 ano ou pena de multa ate 120 dias (336.9); Obstrugdo a inscrigdo de
eleitor (337.9), punivel também com aquela pena; Percurbagdo de assembleia elei-
toral (338.9), punivel com pena de prisio at¢ 3 anos ou multa; Fraude em eleicao
(339.9), punivel com pena de prisio ate 2 anos ou pena de multa até 240 dias;
Coacgdo de eleitor (340.2) punivel com pena de prisio ate 5 anos; Fraude e corrup-
¢do de eleitor (341.°), punivel com pena de prisio at¢ um ano ou pena de multa
at¢ 120 dias; Violagdo do segredo de escrutinio (342.°), punivel com pena de prisio
at¢ um ano ¢ pena de mulea ate 120 dias).

Contudo, o retrato do direito penal eleitoral nio se limita a secgio dos
crimes eleitorais previstos no CP. Com efeito, um retrato ainda que breve dos
ilicitos eleitorais nao ¢ tarefa simples, obrigando a uma considera¢io conjunta
do Codigo Penal ¢ das diversas Leis Eleitorais. Assim, em trago largo ¢ breve,
para além das sete incriminagdes previstas nos artigos 336.2 a 342.° do Cc/)digo
Penal temos ainda, no conjunto das varias leis eleitorais, cerca de centena e
meia de ilicitos eleitorais que se distribuem do seguinte modo: 34 crimes na
Lei Eleitoral do Presidente da chﬁblica (LEPR - Decreto-Lei n.2 319—A/76,
de 3 de maio); 31 na Lei Eleitoral da Assembleia da Republica (LEAR - Lei
n.° 14/79, de 16 de maio); 34 na Lei Eleitoral dos Orgaos das Autarquias Lo-
cais (LEOAL - Lei Orgﬁnica n2 1/2001, de 14 de agosto); 3 na Lei Eleitoral
do Parlamento Europeu (LEPE - Lei n.2 14/87, de 29 de abril) aos quais se
adicionam, por remissio do artigo 14.%, numa téenica legislaciva singular, “(..)
as disposigc‘)cs que punem a Vio]agio das normas cquiva]cntcs as da presente
lei constantes da legislacio aplicavel as elei¢oes para deputados a Assembleia
da Republica”. A este elenco acrescem os 29 ilicitos penais previstos na Lei
Orgfmica do Regime do Referendo (LORR - Lei n.® 15—A/98, de 3 de abril -
atualizada com a Lei Organica n.2 4/2020, de 11 de novembro). Estes ilicitos
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criminais estdo por regra divididos ¢ estruturados em infracoes relativas a
apresentacao de candidaturas, infragécs relativas a campanhn eleitoral ¢ em
infragoes relativas a elei¢io. Trata-se, de facto, de uma rede complexa de ili-
citos.

Estas normas colocam problemas dogmaticos varios. Desde logo, quanto a
sua natureza, atendendo a que estamos nos limites entre ilicito contraordena-
cional ¢ o ilicito criminal. Depois no que diz respeito a coeréncia intra-siste-
martica entre os varios diplomas, atendendo a sobrcposigio de incriminagocs.
Por fim, a sua longevidade ¢ o seu enquadramento historico justificam ques-
toes no plano da sua atualidade e da sua adequagio a um contexto eleitoral e
politico contemporanco.

E neste tltimo ponto que se situa esta apresentacio, partindo dos desafios
que as novas possibilidades tecnologicas langam aos tipos incriminadores, na
sua conformagio t{pica ¢ limites 1cgais. Em particular, em coeréncia, com o
tema deste Coloquio, concentrar-me-ei nos sistemas de inteligéncia artificial
¢ em um dos riscos que lhe sio assinalados: o risco de sele¢io ¢ manipulagio

de informagﬁo para fins eleitorais.

A 1A E A MANIPULAGAO DE COMPORTAMENTOS

O tema da desinformagﬁo para fins eleitorais ou politicos tem, nos ulti-
mos anos, merecido algum destaque’. Os estudos sobre o uso e impacto da
inteligéncia artificial para influenciar o comportamento de cleitores comega
a ter alguma representatividade, muito embora com resultados nem sempre
coincidentes. Se em alguns deles se identifica essa distor¢ao ¢ manipulagio
— determinante para um tribunal constitucional na Europa declarar a invali-
dade do ato eleitoral, em outros — v g, um estudo de setembro 2024 do Center
for Emerging Technology and Security do Alan Turing Institute’ — a desinformagio,
embora detetada, teve um impacto eleitoral muito limitado nas clei¢oes eu-
ropeias, nio colocando em causa a integridade do sistema democratico. Num
outro estudo, da mesma institui¢do, sobre as eleicdes presidenciais norte-a-

mericanas, ainda que os dados sejam insuficientes, admite-se que o uso de

ceeeeeceseenn
3 Em Portugal cabe destacar a publicacio de relatérios informativos ligados a percegio da desinfor-
magio pelos portugueses ou do seu enquadramento legal, por exemplo, pelo Observatério da Comuni-
cagio ou pela Entidade Reguladora para a Comunicagio Social. No contexto da desinformagio eleicoral,
evidencia-se o relatério Legislativas 2024. Amp/iﬁcagdo do discurso po/l’tico online ¢ dﬁsinformagdo, publicado
pelo Observatério da Comunicagio em parceria com outras entidades, disponivel em heeps://obercom.

pt/wp-content/uploads/2024/10/Legislativas_2024_FINAL.pdf

4 Em 6 de dezembro de 2024, o Tribunal Constitucional da Roménia anulou os resultados da pri-
meira volta da Clcigﬁo presidcncial, ocorrida em 24 novembro 2024. Sobre este caso existe um relacdrio
urgente da Comissio de Veneza, que pode encontrar-se em hrtps://www,vcnicccoc.int/wcbﬂ)rms/docu»

ments/default.aspx?pdfile=CDL-PI(2025)001-¢

5

Cf. https://cctnsAturingAac.uk/publicnti()ns/ni~5nablcd/inﬂucncc/()pcrati()ns~thr€at/annlysis/2024/uk~

-and-european-clections
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algumas técnicas de TA tenha influenciado os resultados das dltimas elei¢oes
prcsidcnciais norte-americanas®.

Quais as técnicas em causa?

Entre as téenicas mais utilizadas esta a criacio de conteudos falsos, desig-
nados por deepfake. Trata-se de contetdos de imagem, audio ou video gerados
ou manipulados por IA, que por exemplo visam os candidatos eleitorais em
situagdes que afetam a sua credibilidade e reputacio.

Mas existem ainda os chamados social bots que sio programas que automa-
tizam a cria¢io ou distribuicio de contetdos falsos pelas redes sociais, simu-
lando a partilha por pessoas reais. Estas técnicas, nio sO promovem ¢ ampli-
ficam aqueles contetddos como criam a aparéncia de informacio amplamente
acolhida e reconhecida’.

Temos ainda os echo chamber (caixas de ressonancia ou “bolhas”) em que o
sistema pré—sclcciona informa(;io ¢ dirigc—a Cspcciﬁcamcntc a determinados
eleitores, reforcando as suas convicgdes previas. Ou seja, o algoritmo perso-
naliza ¢ intensifica a informacio de acordo com as preferéncias que o eleitor
foi anteriormente manifestando no espaco virtual, dcsignadamcntc nas suas

redes sociais.

ESTES COMPORTAMENTOS SAO ENQUADRAVEIS
NOS CRIMES ELEITORAIS?

1. A resposta ¢ a partida negativa, mas naturalmente dependeria das espe-
cificidades do caso concreto. O crime eleitoral mais proximo desta realidade
¢ o crime de fraude e corrupgdo de eleitor, previsto no artigo 341.2 do Codi-
go Penal e também em leis eleitorais anteriormente referidas: o artigo 140.°
da LEPR preve a coacgdo e artificio fraudulento sobre o eleitor; o Artigo 187.°2
LEOAL tipifica a fraude e corrupgao de eleicor. O crime de fraude e corrupgao de
eleitor esta ainda previsto no artigo 209.° da Lei do Referendo Nacional. Por
sua vez, 0 artigo 152.2 da LEAR prevé o crime de Coagdo e artificio fraudulento.
Alguns destes tipos incriminadores mencionados® fazem expressa referéncia
as falsas noticias como meio de engano sobre o eleitor. E o caso deste artigo
152.% “Aquele que usar de violéncia ou ameaga sobre qualquer eleitor ou que usar de
enganos, artificios fraudulentos, falsas noticias ou de qualquer outro meio ilicito para
o constranger ou induzir a votar em determinada lista ou a abster-se de votar serd
punido com prisdo de seis meses a dois anos”.

O uso de noticias falsas para impedir que um eleitor votasse estava ainda
previsto como modalidade de conduta do crime de fraude e corrupedo de eleitor
6 Cf heepsi//eetas.turing.ac.uk/publications/ai-enabled-influence-operations-safeguarding-future-e-
lections
7 Veja-se, por excmp]o, que na decisiao de anular os resultados eleitorais, o Tribunal Constitucional
da Roménia identificou milhares de contas no TikTok, anteriormente inativas, que comegaram a pro-
mover a partilha massiva de contetidos de um candidato de extrema-direita antes de uma eleicio.

8 AS L{if‘lcuh.{ﬂdcs aumentam num ju{Z() C()m})ﬂrﬂ[i\’() na mL’(.{id.:\ cm quL’ O recrato fl"PiCO d.ﬂ(.{() h COor-

Tupgio de eleitor difere do crime gcml para os ilicitos eleitorais.
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na versio originaria do CP de 19822, Todavia, com a reforma de 1995 caiu a
referéncia ao uso de noticias falsas®.

De todo 0 modo sera muito dificil afirmar que estes tipos legais, nas suas
diversas variacdes, abrangem a nova realidade de manipulacio tecnologica da
informagio anteriormente descrita’. Nos scus tracos carateristicos, estes cri-
mes dirigem-se a um concreto eleitor (o eleitor que ¢ enganado ou corrompido
no seu voto). Na modalidade tipica prevista no Codigo Penal o crime ¢ dese-
nhado, na sua estrutura, como um crime de resultado (que pressupde que esse
eleitor vote, nio vote ou vote em sentido diferente), ¢ ainda como um crime de
execugdo vinculada que exige um duplo nexo de causalidade: o primeiro entre
o artificio fraudulento e o estado de erro do eleitor e, dcpois7 entre este erro
¢ o resultado™.

Crimes com este desenho tipico tio apertado, historicamente enquadrado
¢ cxplic:/wcl, muito dificilmente conseguem abarcar a nova realidade de criaciao
de contetdos falsos que se propaga nio apenas a velocidade do click humano,
mas em aceleracio de partilhas automatizadas ¢ direcionadas pelo algoritmo.

2. Segue-se a questdo de saber esta manipulagio de informacio cleitoral
deve ter relevancia criminal. Esta no ¢ uma resposta simples. Se o voto dos ci-
dadios legitima a “cransferéncia do poder estatal para um pequeno grupo de
pessoas” (na expressio de Schiinemann), ¢ importante que essas pessoas nio
estejam “condicionadas” no seu voto. Dai que alguns autores, sublinhem e evi-
denciem os riscos para a democracia associados a condutas manipuladoras de
informa(;ﬁo, decisiva para a forma(;io da vontade dos eleitores ¢, consequente-
mente, avancem com propostas no sentido de criminalizar a disseminagio de
conteudos falsos, v. g, através das redes sociais, em contexto eleitoral. O proble-
ma reside em conter essas propostas dentro dos limites da intervengao pcnal"‘.

De facto, ¢ preciso alguma cautela no uso do direito penal como instru-

mento de controlo da verdade ou, de outra perspetiva, a sua transformagio
9 Art.377.° CP 1982: Quem, nas clei¢oes referidas no artigo 374.2, por meio de noticias falsas, boatos
caluniosos ou através de artificios fraudulentos, impcdir que um cleitor vote sera punido com prisio acé
1 ano e multa até 50 dias.
2 - Na mesma pena incorre:
a) Quem comprar ou vender um voto para as clei¢des referidas no mesmo artigo;

b) Quem, nio pertencendo a forgas publicas devidamente autorizadas, entrar armado em

quﬂlqucr assembleia ou colégio cleitoral.

on

10 Cf Alberto Medina de Sciga, “Artigo 341.2”, Tomo I1L. Também Paulo Pinto de Albuquerque, “Ar-
tigo 341.%

11 Sobre este problcmﬂ, desenvolvidamente, Susana Aires de Sousa, “Criminalizagio de noticias fal-
sas? Variagdes sobre o tema, entre fundamento ¢ limites”, Julgar, em curso de publicagio.

on

12 Cf. Alberto Medina de Seiga, “Artigo 341.27, Tomo 1. Também Paulo Pinto de Albuquerque, “Ar-

tigo 341.%

13 “Gefihrden Fake News diec Demokratie, wichst aber im Serafreche das Rettende auch?”, GA 10
(2()19), p. 620-640 (com tmdugi\o cm portugués por Hugo Soares, na obra, Bernd Schiinemann, Novos
estudos de ﬁ/osoﬁa do direiro, direito penal ¢ direiro processua/ pena/, coord. Adriano Teixeira, Marcial Pons

2024).
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em um direito penal da mentira (desligado de outros valores ou interesses). O
direito penal da mentira autopoiético, absoluto, fundado numa ideia de verda-
de, sé-lo-a a custa do sacrifico de outros direitos fundamentais.

A relevancia penal da mentira ha fundar-se fora de si mesma, no ataque a
interesses a bens jurl’dicos fundamentais. A intervengao pcnal no contexto de
fake news deve ser pensada, excecional e limitada. O que implicara o exercicio
de saber quais as condutas abrangidas — condutas que objetivamente ¢ inten-
cionalmente ponham em causa a integridade do sistema eleitoral* — ¢ quais os
sujeitos a responsabilizar — empresas, plataformas de servicos digitais, sujeitos
individuais colocados numa posicao apta para abalar a democracia em virtude
dos deveres que dcscmpcnham (funcionarios, autoridades poh/ticas).

E com isto revela-se que esta por fazer o enquadramento, juridico e juridi-
co-penal, das fake news enquanto meio de manipulagio eleitoral, mas também

. . . ! . . . .
quuanto mcio dC mcitamento ao Ole, A0 Crime, ou contra o CStﬂdO dC Direiro.

0 REGULAMENTO DE IA

Nesta reflexio niao pode deixar de se considerar o recente Regulamento
Europeu da IA (RIA) na medida em que as fake news nio passaram desperce-
bidas ao legislador curopeu, apresentando-se no artigo 3.2, n.% 60, uma defini-
¢io de Falsificacoes profundas (Deep fake) entendidas como contetdos de ima-
gem, dudio ou video gerados ou manipulados por IA, que sejam semelhantes a
pessoas, objetos, locais, entidades ou acontecimentos reais, e que possam levar
uma pessoa a crer, erroneamente, que sio auténticos ou verdadeiros.

O problema do uso destes contetdos falsos para fins de manipula¢io co-
letiva nio foi estranho ao legislador europeu. E, nesse dominio, talvez o le-
gislador europeu, ainda que nio intencionalmente, possa ter ido longe de
mais, como assinalou num recente artigo, publicado em janeiro deste ano, na

. Termino

Kriminalpolitischer Zeitschrift, o autor alemio Frank Zimmerman
partilhando convosco a divida enunciada por este autor, com enorme rele-
vancia para tudo aquilo que ao longo desta apresentagio foi sendo tratado.
O artigo 50.° paragrafo 4, do RIA refere-se a sistemas de IA utilizados
para criar deepfakes, impondo ao operador/responsavel pela implementagio do
sistema de TA a obrigacio de divulgar que os contetdos gerados ou manipula-
dos sdo artificiais. Segundo o artigo 3.2, n.% 4, este ¢ a pessoa fisica ou juridica
que utilize um sistema de IA sob sua propria responsabilidade, exceto quando

cececsecscsscsse
14 Sobre uma compreensao da intcgridadc do sistema eleitoral como bem jurl’dico/pcnnl de natureza
coletiva, fundado no princ{pio democratico, Susana Aires de Sousa, “Criminalizagﬁo de noticias fal-

sas?..., cit., Julgar, em curso de publicacio.

15 chulﬂmﬁnto (UE) 2024/1689 do Parlamento Europeu ¢ do Conselho de 13 de junho de 2024 que
cria regras harmonizadas em macéria de intc]igéncia artificial e que altera os chulamenros (CE)
n.2 167/2013, (UE) n. 168/2013, (UE) 2018/858, (UE) 2018/1139 ¢ (UE) 2019/2144 ¢ as Dirctivas 2014/90/
UE, (UE) 2016/797 ¢ (UE) 2020/1828 (Regulamento da Inteligéncia Artificial).

16 “Die Strafbarkeit von Fake News de lege ferenda — mit besonderem Augenmerk auf Deepfakes,

Social Bots und Filter Bubbles”, KriPoz, 1/2025, p. 50-57.
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a IA for utilizada no contexto de uma atividade pessoal e no profissional. Um
sistema de IA usado para criar falsas noticias para fins poh/ticos ou cleitorais,
com a inten¢io de alcangar um grande publico, nio ¢ utilizado no contexto
de uma atividade pessoal ou privada, estando por isso abrangido por aquela
obrigagioz o dever de divulgar que aquclc contetdo foi criado artificialmente.
Caso o agente falhe no cumprimento deste dever, violando aquela norma, a
sang¢io aplicavel também esta prevista: o artigo 99.%, paragrafo 4, alinea (g),
prcvé uma coima de até 15 milhdes de euros ou, no caso de pessoas jurl’dicas,
at¢ 3% do volume de negocios anual a nivel mundial no exercicio anterior. Sur-
ge aqui a duvida que nos ¢ langada por Frank Zimmerman: atendendo ao fim
do regulamento — de harmonizacio desta matéria no espaco curopeu — ¢ con-
siderando que o Regulamento nao preve de forma clara ou expressa clausulas
de abertura a regulamentacoes nacionais mais punitivas, sobrara a questio
de saber se fica impcdida uma intervengao pcnal do lcgislador em macéria de
criminalizacio de fake news para fins eleitorais ou politicos.

Confesso que tenho algumas ddvidas quanto a esta leitura que retira do
chulamcnto um limite a intervengao pcnal nacional, que provavclmcntc nao
tera sido sequer pensada pelo legislador europeu. Duvidas que nao cabem
neste tempo nem neste lugar. Mas de facto podera haver aqui um conflito de
Compcténcias, entre o 1cgislador europeu € o lcgislador nacional, sobretudo
quando ja se discute, em alguns paises europeus a criminalizacio de fake news
para fins cleitorais e nao so: terrorismo, incitamento ao 6dio ou ofensa a honra
ca imagem.

Obrigada.

Susana Aires de Sousa

@ e 000000000 0 0 ¢

73






Orador: Jorge Bravo
Juiz Conselheiro do Supremo Tribunal de Justica

DESINFORMAGAO POLITICA, LIBERDADE
DE EXPRESSAO E «POS-DEMOCRACIA»

ARENDT, POPPER E CROUCH
ENTRAM NUM BAR

«A liberdade de opinido ¢ uma farsa, sea informagc’io sobre os factos nao
estiver gamntida e se nao forem 0s préprios factos 0 objecto do debate»
Hannah Arendt, Verdade e Politica

INTRODUCAO

Nos ultimos anos temos assistido ao surgimento de experi¢ncias politicas
que, sem uma tradugio explicita nos sistemas formais do poder, vém afetando
signiﬁcativamcntc o modo de relacionamento entre os cidadios e entre estes
¢ o Estado, em termos tais que se pode hoje questionar qual o efetivo poder
estadual no confronto com o poder de conglomerados de empresas tecnolo-
gicas ou tccnodigimi&

Pode dizer-se que esta realidade se revelou com a reassun¢io da presidén-
cia de um pais havido como democratico — os EUA —, por alguém que invo-
cando a democracia ¢ os scus valores, anuncia um programa que pouco pode
ter de democratico. Sio seus assumidos aliados alguns dos bilionarios que
detém as principais empresas tecnologicas, M. Zuckerberg, E. Musk ¢ J. Bezos
(Apple, Microsoft, Meta, X, Google, Amazon, OpenAl ¢ outras). Estes tecno-
bilionarios podem reconfigurar a ordem politica, mesmo nio colocando for-

. C e . ~ . !
ma]mcntc ¢m causa as H’ISUEU.I%‘OCS ¢ as TC&]IZ&%‘OCS deOCl'thlCZlS, atraves dC
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um designado “tecnofeudalismo”, conceito desenvolvido por Cédric Durand
(Techno—f&"odalisme — Critique de l"économie numerique, 2020) ¢ Yannis Varoufakis
(Technofeudalism — What killed capitalism, 2023). Consegui-lo-iam explorando o
exponencial valor dos dados digitais permitiria uma colossal acumulagio de
riqueza, por meio da dcpcndéncia dos cidadaos e das organizacocs das poten-
cialidades proporcionadas pelas redes e pela IA| originando um “rentismo” de
servicos digitais, cada vez mais incontornavel.

Os valores deste conglomerado de empresas, ja designado como de “Tec-
nofeudalismo” s6 nio superam o PIB de duas nacoes: dos EUA e da China.
O valor da Apple ¢ superior ao PIB do Brasil. O da Alphabet (Google), ¢
maior que o PIB da Arabia Saudita, que ¢ a maior exportadora de pctré]co
do mundo. O tecnofeudalismo ¢ o cenario econdmico-financeiro em que, sob
a forma de democracia, florescem modos de exercicio do poder controlados
pelos interesses das empresas tecnologicas.

E esse cenario assenta na realidade politica designada de «pos-democra-
cia», uma concecio desenvolvida por Colin Crouch (em Post Democracy, 2004),
scgundo 0 quul se superou a dicotomia entre Democracia/nio Democracia,
admitindo-se que as prerrogativas e liberdades democraticas possam ser ex-
ploradas ¢ aproveitadas por grupos nio democraticos para impor formas au-
toritarias de governo. A nogio de <<pés—dcmocracia>> tem sido utilizada para
descrever um quadro onde, embora os mecanismos formais da democracia
(como eleicoes e instituigdes politicas) ainda existam, a verdadeira partici-
pagao dos cidadaos ¢ cada vez mais limitada. A democracia representativa,
por sua vez, enfrenta desafios significativos, incluindo o distanciamento entre
cleitos e cleitores, a crescente influéncia de interesses econdmicos e corpo-
rativos sobre as poHticas plﬁblicas ca dcsconﬁanga nas insticuicoes po]fticas
traduzida em grandes niveis de absten¢do. Na sequéncia da apresentacio em
2004 da nogio de «pos-democracia», Dahrendorf concedeu no ano seguinte
uma entrevista inticulada «Depois da Democracia». A tese que ambos co-
mungam ¢ a de que, mesmo que se mantenham as institui¢oes formais da de-
mocracia, a sua esséncia vital esgotou-se em prol de um regime diferente a que
nio s¢ pode propriamente chamar «democratico». As causas desta passagem
s30 identificadas por ambos numa tripla crise — de representatividade, de
legitimacio e de soberania (a questio da absteng¢ido ¢ um indicador) —, por sua
vez dcpcndcntc das diniAmicas de globa]izagio que, nos tltimos trinta anos,
minaram os fundamentos do proprio lugar da democracia moderna, ou seja,
os Estados nacionais dentro dos quais ela nasceu e floresceu. Isto tem impli-
cado, por um lado, a transferéncia do podcr para organismos supranacionais
de tipo econdmico-financeiro nio eletivos, logo, desprovidos de legitimidade
democritica; por outro, a crise vertical dos corpos intermédios — sindicatos,
partidos, os proprios parlamentos — em prol de uma crescente personaliza-
¢io da politica, causa e efeito a0 mesmo tempo daquela tendéncia populista
presente tanto na Europa como nos EUA, que se tornou o bode expiatorio de

todo o establishment e dos seus érgios mediaticos. Curiosamente, foi neste pa{s
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que o presidente cessante alertou, no seu discurso de despedida, para o risco
de se converter numa “oligarquia", em que o podcr polftico podc ficar inerme
nas maos dos mais ricos.

O problema com que nos deparamos hoje — num tempo que se pode defi-
nir toscamente como «pos-democracia», também assumido como «democra-
cia iliberal» ou que se pretende exorcizar como «populismo» — nio ¢ o dos
limites ou defeitos da democracia. Pode, ao invés, configurar a sua superagio,
ou a sua evolugio para outro nivel de organizacio do regime politico. Isto nio
significa que a democracia seja um conceito — ¢ uma realidade — inexoravel-
mente anacronica. Mas devemos tomar consciéncia de que o nosso quadro
politico referencial se encontra em processo de transi¢io profunda ¢ que al-
guns players pretendem instaurar uma ordem politico-normativa diferente.
Nio esta ja em causa uma mera reforma das suas institui¢des, mas antes uma
viragem sociocultural — eventualmente, civilizacional — bastante mais pro-
funda de toda a teoriza¢io e discursividade politicas, enquanto corolario das
alteragoes globais da producio de bens ¢ servicos, da redistribui¢io demo-
grﬁfica das populagécs, da cmcrgéncia climatica e dos recursos naturais, das
crises dos sistemas financeiros e do estado social, da organiza¢io do trabalho,
da influéncia de poderosas redes sociais, entre outros fatores.

O dicionario de Oxford define <<pés—vcrdadc>> (palavra do ano em 2016)
como «as circunstancias nas quais os factos objetivos tém menos influéncia
na opinido publica do que aqueles que apelam a emocio ou as crengas pes-
soais». Pouco importa se a realidade dos factos impregna ou nao as opinioes:
0 que conta ¢ o impacto da mensagem ¢ a eficacia das narrativas construidas
sobre percecoes ¢ ideologias.

Na era digiml, a disscminagﬁo de infbrmagécs falsas, enviesadas ou dis-
torcidas, ¢ facilitada pela propagac¢io instantanea de contetdos informa-
cionais, apresentados de forma fragmentaria ¢ sem mediagio, designada-
mente da imprensa. O fendmeno da pos-verdade enfraquece a confianca
nas instituicoes tradicionais de verifica¢io de factos, como a imprensa, ¢
alimenta polarizac¢oes politicas, sociais ¢ culturais. A verdade parece mui-
tas vezes ser substituida por “narrativas” que atendem a interesses especifi-
cos, sem compromisso com a objetividade ou a evidéncia, o que enfraquece
o debate publico e dificulta a construgio de consensos. A «pos-verdade»
merece ser considerada a jusante dos efeitos da rcvolugio digital ¢ até da
manipulacio da informacio para fins politicos, mesmo sabendo que as re-
des sociais (nas quais a maioria dos jovens entre os dezoito e os vinte ¢
quatro anos se informa) facilicam a prolifcra(;ﬁo de mensagens contradi-
torias, falsas e muitas vezes conspirativas ¢ de 0dio. Na maior parte dos
casos, a recegdo destas informacoes responde ao ponto de vista daquele
que deseja que clas sejam verdadeiras ¢ para quem os «factos» reforcam as
crengas e 0s preconceitos ja existentes. Em tais condi¢oes, ¢ pouco provavel
que venhamos a ser expostos a uma informacio verdadeira que estimule ou

alarguc 2 Nossa visao dO mundo.
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Neste contexto, ¢ incontornavel questionarmo-nos como podem os Esta-
dos atuais de matriz po]ftica ocidental (o “Ocidente alargado”; nota: a maio-
ria dos Estados nao perfilha esta matriz), face a multiplicidade de perigos e
ameacas, preservar — ¢ fazer valer — os auténticos valores da democracia, entre
0s quais avulta o da liberdade de expressao, de informa(;io ede opiniao. Mais:
como podem garantir-se tais valores quando um dos estados referenciais da
sua afirmagio e defesa se coloca, por assim dizer, na esfera dos interesses dos
tecnobilionarios que podcm manipulnr, desinformar, condicionar ¢ enviesar
a informacao?

Sera que a liberdade de expressio, apesar de invocada por tais poderes,
podc ser adcquadamcntc garantida num tal cendrio comunicacional ¢ in-
formacional?

Numa era de globalizacio digital, torna-se crucial repensar as formas de
garantir uma liberdade de expressio responsavel, que promova a verdade ¢ o
dialogo construtivo, 20 mesmo tempo que se preserva o funcionamento sau-

davel das democracias.

POS-VERDADE E LIBERDADE DE EXPRESSAO

Ha trés razdes principais pelas quais a liberdade de expressio ¢ vista como
um direito essencial, em diversas ¢pocas ¢ geografias.

Em primeiro lugar, ¢ essencial para o desenvolvimento integral da pessoa
humana, na sua capacidadc comunicacional. A (liberdade de) comunicac¢io
¢ a base das comunidades humanas. Essa capacidade ¢ possibilidade de nos
expressarmos por palavras, desenho, musica, danga ou qualquer outra forma
de expressio ¢ essencial para a realizacio da nossa humanidade.

Em segundo lugar, a liberdade de expressio ¢ uma pré-condicio para o
desenvolvimento social e econdmico.

Por tltimo, a liberdade de expressio ¢ a base de outros direitos e liber-
dades. Sem a liberdade de expressio, nio seria possivel organizar, informar,
alertar ou mobilizar-se em defesa dos direitos humanos. Os sistemas politicos
dos Estados democraticos nao podem funcionar de modo adequado se nio for
garantida a liberdade de expressio, sobretudo na esfera publica, o que pres-
supde a existéncia de meios de comunicag¢io independentes e aptos a oferecer
uma plataforma publica para o intercambio de opinides e visdes do mundo.

Teremos de admitir que, no limite, a liberdade de expressao possa signifi-
car a sua propria destrui¢ao? Esta questdo conduz ao conhecido paradoxo de
Popper sobre os limites da tolerancia, em que a tnica solugio racional seria a
de proibir as atitudes e comportamentos das ideologias intolerantes quando
ponham em causa a propria garantia da tolerancia, assim deixando de poder
conceber-se a tolerancia como conceito absoluto.

Os dados empliricos parecem sugerir que a liberdade de expressio se pode
converter, sendo mal interpretada, cada vez mais num instrumento contra
outros direitos humanos. O que suscitara a correspondente tentagio dos po-

deres po]iticos para introduzir restrigoes cada vez mais amplas — explicitas
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ou implicitas —, proibicdes, silenciamentos e formas de censura e condiciona-
mento de tal liberdade.

O fortalecimento da liberdade de expressio nao pode, por outro lado,
ocorrer a custa da verdade e da qualidade do debate publico. A pos-ver-
dade, a0 enfraquecer a confianga em fontes confidveis de informagio, ali-
menta a polariza¢io e compromete a capacidade das democracias de tomar
decisoes informadas.

Porém, as Democracias nio devem ter medo dos seus inimigos.

A Internet, sendo originariamente um meio democratico ¢ pro-libertario,
pode, assim, converter-se num instrumento antidemocratico, autoritario ou
totalitario, podcndo questionar-se a sua neutralidade e a sua transparéncia.

A Carta Portuguesa de Direitos Humanos na Era Digital (Lei n.2 27/2021, de
17-05), consagra dircitos fundamentais, num cenario equivoco quanto a sua
aplicabi]idadc gcogrﬁﬁca ¢ tcmporal, para além da sua gcncralidadc ter obri-
gado a revogacio pela Lei n.2 15/2022, de 11-08, de varios nimeros do seu
controverso art. 6.° ¢ a alteracio do seu nimero 1.

Todos estes documentos apontam para a necessidade de se redefinir o con-
teudo dos direitos humanos no ambiente digital — falando-se inclusivamen-
te em “direitos digitais fundamentais”, ou na “5.* geracio de direitos funda-
mentais” (tccno]égicos), como o direito ao acesso a Internet (art. 3.2 da Carta
port.), o direito a protecio de dados pessoais, o direito a literacia digital, o
direito a nio ser incluido em plataformas digitais, o direito ao esquecimento
(art. 13.2 da Carta port.), o direito 4 identidade, a Cibcrscguranga, a protecao
contra a geolocalizac¢io abusiva (art. 17.2 da Carta port.), a neutralidade (art.
10.2 da Carta port.) ¢ a0 bom uso da Inteligéncia Artificial, a0 testamento di-
gital (art. 18.° da Carta port.), com particular ¢nfase no tocante as relagdes da
liberdade de expressio com os direitos a privacidade, a honra e a0 bom nome,
a imagem ¢ a palavra ¢ ao pudor.

Mas importa colocar uma questio prévia: continuando a reportar-se ao
sujeito individual, como pode a efetividade de tais direitos ser garantida face
a natureza difusa da responsabilidade pelos conteddos em ambiente digital?

DESINFORMACAO POLITICA E LIBERDADE
DE EXPRESSAO

A mudanga qualitativa dos modos de producio de informag¢io — em espa-
¢os noticiosos convencionais (imprensa escrita, radio, televisao, online) ou nio
convencionais — sitios de internet pessoais ou de grupos, blogs, redes sociais,
caixas de comentarios — ¢ atravessada transversalmente por uma ameaga, que
se vem convencionando chamar de “pos-verdade”, com a crescente prolifera-
¢do de fake news, expressio cunhada por D. Trump.

Desinformagao foi a expressio preferida no ambito da Uniao Europeia.

Claire Wardle propds, em 2017, a no¢io de desordem informativa, signifi-
cando um ecossistema comunicacional e mediatico complcxo onde coexistem

diferentes tipos de contetdos, produzidos e divulgados com motivacdes dis-
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pares ¢ através de diversos suportes. Pode reconduzir-se a trés modalidades:
dis-information (desinformagio, que consiste em contetidos falsos, deliberada-
mente criados para provocar dano a uma pessoa, grupo social, organizacio ou
pais), mis-information (informagio incorreta ou enganosa, podendo suportar-
-s¢ em contetdos falsos ¢ enganosos, mas desprovida de especifica intengio
danosa) e mal-information (informac¢io que, embora corresponda a contetdos
com base veridica, ¢ apresentada segundo filtros opinativos usados para pro-
vocar intencionalmente dano a uma pessoa, organizacio ou pais).

E o quadro que tem sido preferencialmente adotado pelas insticuicoes da UE.

A manipulacio da informagio nio ¢ propriamente um facto recente, exis-
tindo pclo menos, desde os Gregos, para justiﬁcar operacoes militares, com
argumentos baseados em informacdo falsa. Sao conhecidos de ha muito os
principios ¢ metodologias que guiaram e guiam a propaganda de muitos re-
gimes poh’ticos7 ou o marketing publicita’rio de muitas empresas. A novidade
¢ o meio onde se produzem (e replicam) as fake news — no ambiente digital -,
bem como as suas finalidades — orientadas de acordo com certos principios
idcol(’)gicos que prctcndcm desinformar sobre as mais variadas opgoes pOHti—
co-econdmicas, ¢ manipular, condicionar, dessa forma, a opinido publica. A
verdade passa, assim, a ser um valor secundario; importa que fique inscrita,
pclo pt’lb]ico recetor da mensagem, a Opiniao emitida em certa dircgio ¢ com
proposito especifico, sobre um facto — verdadeiro ou falso —, mas em detri-
mento deste.

Para os regimes democraticos, a desinformagio, nos termos em que vem
sendo criada e disseminada, ¢ um subproduto da era digital e, porventura,
da crosio do papel dos orgios de comunicagio social enquanto gatekeepers, os
quais deixaram de ser mediadores entre os factos e o plﬁblico.

O esfor¢o de contrariar a desinformag¢io vem mobilizando o Conselho
da Europa (CdE) ¢ a Unido Europeia, em prol de «um debate publico inclusivo
e plumlism», sem o qual uma sociedade democritica, ¢ a prépria Uniao, nao
poderio existir, como as conhecemos.

Em todo o caso, nio existe consenso conceitual signiﬁcativo quanto a0
fendmeno desinformativo.

Segundo uma ONG, Global Desinformation Index (GDI), a no¢io de de-
sinformacio deve centrar-se no conceito de “narrativa adversarial”, em vez da
noticia propriamente dita (ou para além dcla), havendo dcsinformagio 1ogo
que seja produzido e divulgado um contetdo deliberadamente enganador
(caracteristica essencial do conceito) face a um grupo ou elemento de risco
(um grupo, uma institui¢ao, o regime democritico, a ciéncia, a satde pﬁblica,
etc.), 0 que representa uma “narrativa adversarial”.

O n2 2 do art. 6.2 da Carta Portuguesa (Lei n.2 27/2021, de 17-05), entre-
tanto revogado pela Lei n.% 15/2022, de 11-08, parecia aproximar-se deste con-
ceito, definindo desinformacio como «toda a narrativa comprovadamente falsa
ou enganadora criada, apresentada e divulgada para obter vantagens economicas ou

para enganar deliberadamente o pdblico, e que seja suscetivel de causar um prqju{zo
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publico, nomeadamente ameaga aos processos politicos democraticos, aos processos de
elaboragdo de politicas puiblicas e a bens publicos».

Todavia, preserva-se o “direito a prote¢io contra a desinformacio”, de-
corrente do art. 11.° da Cartas dos Direitos Fundamentais da Unido Europeia
(CDFUE), enquanto conscquéncia da liberdade de expressio e de informa-
¢10, de um direito dos cidadaos nio somente a serem informados, mas tam-
bém a receberem informacoes verdadeiras e nio manipuladas.

Os Csforgos do CdE e da UE conheceram uma primeira fase no Ambito da
soft law, que se prolongou at¢ cerca de 2015-2016, para passar a uma fase de
hard law, a partir dai.

No quadro do Conselho da Europa, ha a registar a Convengiao-Quadro do
CdE sobre Inteligéncia Artificial e Direitos Humanos, Democracia e Estado
de Direito, adotada em 17 de maio de 2024. A Convengio adota também uma
abordagcm baseada no risco para a concegao, desenvolvimento, utilizagﬁ.o ¢
desativa¢io de sistemas de TA.

O Parlamento Europeu ¢ a Comissdo tém centrado os seus esforcos na
tentativa de recorte do conceito de desinformagao.

Na sua Comunica¢io «Combater a desinformagdo em linha: uma estratégia
europeia», de 2018, a Comissio circunscreveu o ambito do conceito de desin-
formagio, definindo-a como a «informagdo comprovadamente falsa ou engana-
dora que ¢ criada, apresentada e divulgada para obter vantagens economicas ou para
enganar deliberadamente o piblico, e que ¢ suscetivel de causar um prejuizo publico».

No Plano de A¢io para a Democracia Europeia de 2020, a Comissio pro-
cede a defini¢io de alguns conceitos, como o de «informagio incorreta» (ou
misinformation): o «conteudo falso ou enganador, partilhado sem inten¢do de preju-
dicar mas cujos efeitos podcm causar danos, por exemplo quando as pessoas partilham
informagdes falsas com amigos e familiares de boa-fé». Quanto ao conceito de de-
sinformagio, manteve a defini¢ao anterior, retirando apenas a necessidade de
que a informagﬁo fosse “comprovadamcntc” falsa ou cnganadora. A Comissao
define, ainda, a “interferéncia estrangeira no espaco de informag¢io” como os
«esforcos desenvolvidos por um interveniente estatal estrangeiro ou pelos seus agentes
para corromper a livre formagéio e expressdo da vontade pol{tica dos individuos, urili-
zando meios coercivos e enganadores».

Maja Brkan, num escrito de 2019, sustenta que a liberdade de expressio e
de informagﬁo no ambiente digital podc SCT posta em perigo devido a quatro
fatores associados a inteligéncia artificial: (1) a personalizacio de conteudos;
(2) a utilizacio de algoritmos ¢ aprendizagem automatica na moderacio, blo-
queio e remog¢io de contetdos; (3) a dcspromoc;io c “di]uigio” de conted-
dos legais mas danosos (desinformacio), e (4) a implementagio, através de
processos automaticos, do direito ao esquecimento. A Autora problematiza
a auséncia de eficicia horizontal dos direitos fundamentais, nomeadamente
do art. 1.2 da CDFUE, quando combinado com os poderes de facto exercidos
pelas plataformas digitais ¢ a forma como eles afetam o ambiente discursivo
pdblico c privado de milhoes de cidadiaos. Uma das vias de superagao pro-
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posta para a auséncia de eficacia horizontal da Carta passa pela conversio
da relagio horizontal entre as plataformas ¢ os seus utilizadores numa re-
lacao “quasi-vertical”, «permitindo a aplicagao dos direitos fundamentais contra
individuos ou empresas que possuam poderes capazes de impactar os interesses de um
pdblico mais vasto». Assim, as p]ataformas digitais seriam um tertium genus ou
uma categoria especial de destinatarios de direitos fundamentais, entre os
individuos ¢ as autoridades publicas, partindo-se do reconhecimento do seu
(cada vez mais) importante papc] na esfera pdblica curopeia, como gatekeepers,
curadores ¢ moderadores de contetidos.

Na sequéncia da realiza¢io do forum multilateral sobre a desinformacio,
no primeiro semestre de 2018, foi produzido 0 Cédigo de Conduta da UE sobre a
Desinformagao, subscrito por varias empresas e plataformas digitais, nomeada-
mente Google, Facebook, Twitter, Mozilla, Microsoft (estas em maio de 2019)
¢ TikTok (em junho de 2020). Trata-se de um instrumento de autorregula-
¢0 no quadro de uma gestdo do risco digital multinivel, assente num com-
promisso entre a Unido — atuando em representacio das suas instituigoes,
dos Estados-Membros e dos cidadios da Unido — e o sctor privado, principal
responsavel pela gestao das infraestruturas digitais onde a desinformacio ¢
difundida. Este instrumento revelou-se pouco eficaz, por partir de premissas
pouco ambiciosas, tendo sido revisto ¢ aprcscntado a Comissio por 34 parcci-
ros privados em 16-06-2022.

Outras iniciativas foram promovidas, podendo destacar-se o “Plano de
Ac¢io contra a Desinformacio”, apresentado pela Comissio ¢ o Alto Repre-
sentante para os Negocios Estrangeiros ¢ a Politica de Seguranca em dezem-
bro de 2018, na sequéncia do mandato do Conselho Europeu, tendo especial-
mente em conta o pCI{OdO cleitoral que se avizinhava, a partir de maio do
ano seguinte, ¢, bem assim, «as mais de 50 elei¢oes presidenciais, legisla-
tivas e autarquicas/regionais que irdo ter lugar nos Estados-Membros até
2020». O dito Plano propoe um conjunto de medidas coordenadas entre os
Estados-Membros, assente em “quatro pilares: /i.] melhorar a capacidade das
institui¢des da Unido para detetar, analisar ¢ denunciar a desinformacao, /ii.]
rcforgar a Coordcnagio € as respostas comuns, [iii.] mobilizar o setor privado
e [iv] sensibilizar os cidadaos e refor¢ar a resiliencia da sociedade”™

Ap6s cleicdes de maio de 2019 para o Parlamento Europeu, a Comissao e
o Alto Representante, num relatério de junho de 2019 relativo a execucio do
“Plano de Ac¢do contra a Desinformagio”, concluiram nio ter existido uma
campanha de desinformacio sistematica ¢ de grande escala com origem ex-
terna, sem embargo de ter havido agentes domésticos a protagonizar algumas
acdes neste ambito, pretendendo contestar a legitimidade democratica das
institui¢des da Unido, bem como provocar debates sobre soberania nacional
¢ impacto das migracocs.

O Plano de A¢io para a Democracia Europeia, surgiu no quadro das
Orientacoes Politicas da Comissao Europeia 2019-2024 — no qual Ursula von

dCI‘ LCYCI’I NG compromctcu a IlpI'CSCI’ltLlI' quUCIC plano ¢ a «tomar mais me-
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didas» para proteger a UE de «interferénciais externas» —, incluindo medidas
para cvitar que as plataformas digitais scjam utilizadas para «desestabilizar
as [...] democracias», nomeadamente atraves da desinformacio e do discurso
de odio em linha. Tal Plano reconhece que a Unido se funda na democracia,
no Estado de Dircito ¢ nos direitos fundamentais, sendo a primeira um va-
lor fuleral que nao deve ser dado como garantido, antes dependendo da sua
promogio ¢ defesa. O Plano de A¢io sublinha as dificuldades paradoxais com
que se confronta a UE, assumindo que «as préprias liberdades que procuramos
defender, como a liberdade de expressao, foram usadas, em alguns casos, para enganar
e manipular».

A Comissio propés—sc adotar medidas tendentes a trés grandcs objctivos
de politicas publicas: (1) proteger a integridade das elei¢des ¢ promover a par-
ticipacio democratica, atraves de nova legislagio para garantir maior transpa-
réncia da publicidadc de cariz polftico e da revisio do chulamcnto relativo
a0 estatuto ¢ a0 financiamento dos partidos politicos ¢ das fundagoes politicas
curopeus (2) reforcar a liberdade ¢ o pluralismo dos meios de comunicagio
social, rcforgando a seguranca dos jornalisms, combater a uti]izagio abusiva
de acoes judiciais estratégicas contra a participa¢io publica (as “SLAPP”) e
aperfeicoar normas deontologicas ¢ (3) combater a desinformacio.

Em abril de 2021, 2 Comissio promoveu uma reuniao entre as diversas
partes interessadas para articular as suas orienta¢des para o reforco do Codi-
go de Conduta da UE com as iniciativas legislativas que ja tinha em prepara-
¢do, principalmente o Regulamento dos Servigos Digitais.

A publica¢io do Regulamento dos Servigos Digitais (RSD), em 2022, inte-
gra-se numa fase ja baseada na regulacio de fei¢ao hard law. Tendo como con-
texto geral o Mercado Unico Digital, com fundamento no art. 114.2 TFUE, o
RSD visa igualmente salvaguardar os direitos fundamentais dos cidadios da
Unido, tais como previstos na CDFUE, em particular a liberdade de expres-
sio ¢ de informagio, a liberdade de empresa, o direito a nio—discriminagio c
a concretizagio de um elevado grau de defesa do consumidor (considerando
(3) e art. 1.2, n.2 1, do RSD).

O propésito essencial do RSD ¢ aumentar o grau de transparéncia ca
responsabiliza¢io das plataformas digitais na gestao ¢ moderag¢io de contet-
dos online, visando «assegurar um ambiente em linha seguro, previsivel ¢ fidvel,
combatendo a difusdo de contevidos ilegais em linha e os riscos sociais que a dlﬁASdO de
desinformagdo ou de outros contetidos pode gerar, e no qual os direitos fundamentais
consagrados na Carta sejam eficazmente protegidos e a inovagdo seja facilicada».

Uma referéncia se justiﬁca para ato mais recente, este at{pico, adotado
pela Unido Europeia, em 15 de dezembro de 2022: a Declara¢io Europeia so-
bre os direitos ¢ principios digitais para a década digital, na esteira da Co-
municagao de 2021 “Oricnt:u;écs para a digitalizagio até 2030: via curopcia
para a Década Digital”, estabelecendo a “via europeia para a Decada Digical”,
¢ de um conjunto de outras declaragdes do Conselho. E a primeira declaracio

interinstitucional da UE que versa exclusivamente sobre direitos ¢ princ{—
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pios fundamentais no contexto digital. Trata-se, contudo, de um documento
de princ{pio, sem forga vinculativa, embora mobilize c01lsidcragf)cs contra a
desinformacio e a manipula¢io de informacoes ¢ outras formas de conted-
dos nocivos, incluindo o assédio ¢ a violéncia baseada no género, apelando a
liberdade de expressio.

A Uniao Europeia ¢, todavia, o “primeiro legislador” a produzir um ins-
trumento de hard law em matéria de TA, perante o alheamento de certos
Estados ou a deliberada intengio de desregulacio, de outros.

Assim se conseguiu produzir o Regulamento (UE) 2024/1689 do Parlamen-
to Europeu e do Consclho de 13 de junho de 2024, que estabelece regras har-
monizadas em matéria de intcligéncia artificial e que altera os chulamcntos
(CE) n2 300/2008, (UE) n.2 167/2013, (UE) n.2 168/2013, (UE) 2018/858, (UE)
2018/1139 ¢ (UE) 2019/2144 ¢ as Diretivas 2014/90/UE, (UE) 2016/797 ¢ (UE)
2020/1828 (chulamcnto da Intcligéncin Artificial).

Este Regulamento faz uma abordagem classificatoria dos sistemas de TA
a partir do seu grau de risco para dircitos fundamentais: risco inaceitavel,
por isso, tais sistemas sao proibidos; sistemas de risco elevado; risco limitado
e sistemas de risco minimo ou sem risco. Contudo, ha sistemas que, inde-
pendentemente do seu grau de risco, ficam fora do ambito de aplicagio do
Regulamento: ¢ o caso sistemas para fins militares, de defesa ou de seguranca
nacional, independentemente do tipo de entidade, publica ou privada, que
realiza essas atividades.

DISCURSO DE ODIO

A fonte habilitante de uma eventual restri¢io ao direito a liberdade de
expressao ¢ o artigo 20.% n.2 2, do Pacto Internacional sobre os Direitos Civis
e Politicos, segundo o qual “codo o0 apelo ao 6dio nacional, racial ou religioso
que constitua incitagdo a discriminacio, a hostilidade ou a violéncia deve ser
interditado por lei”. Nao deve prevalecer-se do direito a liberdade de expres-
s30 quem produza e dissemine um discurso de odio que envolva um incita-
mento a discriminacio e a violéncia.

As dificuldades come¢am com o recorte do proprio conceito de discurso
de odio, dada a sua ambiguidade, circunstancia que decorre do caracter po-
limorfico da nogio de odio. Esta dificil apreensibilidade do conceito prejudi-
ca necessariamente os esfor¢os da sua incriminacio.

Se existe consenso sobre a qualificacio como discurso de ddio de manifes-
tagoes xenofobas, homofobicas, racistas, etc., incitadoras da violéncia e/ou da
discriminagﬁo contra o grupo visado — que tem legitimado a proibigio penal
de atos de tal natureza — a partir dai grassa a incerteza.

A Decisio-Quadro 2008/913/JAl, do Conselho, relativa a luta por via do
direito penal contra certas formas e manifestagées de racismo e xenofobia
impos aos Estados-Membros da Unido Europeia um dever de criminaliza¢io
de duas formas de discurso de 6dio (art. 1.9): em primeiro lugnr, 0 incita-

mento publico a violéncia ou a0 ddio contra um grupo de pessoas ou os seus
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membros, definido por referéncia a raca, cor, religido, ascendéncia ou origem
nacional ou étnica; ¢ em scgundo 1ug:1r, a apologia, negagcao ou banalizngio
grosseira publicas de crimes de genocidio, crimes contra a Humanidade ¢ de
determinados crimes de guerra, cometidos contra um grupo de pessoas ou
seus membros, definido por referéncia a raga, cor, rcligiio, ascendéncia ou
origem nacional ou ¢tnica, quando esses comportamentos forem de natureza
a incitar a violéncia ou 0dio contra esse grupo ou os seus membros.

Podemos identificar o artigo 2402 n2 2, alineas b) ¢ ¢), do CP — que pro{—
be ¢ sanciona penalmente condutas, que tenham lugar na esfera publica, de
difamacio, injuria ¢ ameaca de pessoa ou grupo de pessoas por causa da sua
raga, cor, origem ¢tnica ou nacional, ascendéncia, rcligiﬁo, sexo, orienta¢ao
sexual, identidade de género ou deficiéncia fisica ou psiquica — como uma
das manifestacoes desses propositos punitivos. Note-se que o legislador penal
portuguds foi além do que era imposto pela Decisio-Quadro de 2008, tendo
atribuido relevo tipico a a¢des de difamacio, injiria e ameaga que nio cons-
tituam um incitamento a discriminagio ou a violéncia.

Contudo, ha quem advogue, como Nuno Brandio, uma cautela acrescida
nos esforcos de incriminag¢io do discurso de 6dio, ao alertar para o caracter
subsidiario do direito penal, para a dificuldade de determinabilidade dos ti-
pos lcgais, ¢ parauma inevitavel privatizacao do enforcemc‘nt pcnal do discurso
de odio e da regulagio da liberdade de expressio por empresas tecnodigitais
(privadas) passara a protagonizar.

Isso nao implica o abandono de uma via de incriminagdo, mas sim uma
cuidada interpretacio e aplica¢io do referido tipo penal de discriminagio e
incitamento ao odio ¢ a violéncia, previsto no artigo 240.2 do CP, que se equi-
para a disposigécs incriminatdrias similares que encontramos nos Cédigos
Penais de paises como Espanha, Italia ou Alemanha.

A paz ¢ tranquilidade publicas, a igualdade de oportunidades ¢ de trata-
mento podcrio, isolada ou conjugadamcntc, constituir suficiente fundamen-
to para legitimar incriminacoes desta natureza. Devera, em suma, reconhe-
cer-se a legitimidade da restri¢ao penal da liberdade de expressio, quando o
discurso discriminatorio comprometa a considcragﬁo dos outros como pes-
soas, adscrevendo-lhes um estatuto de inferioridade por serem como sio, sem

embargo de todos os riscos que The vao associados.

CONSIDERAGOES CONCLUSIVAS

Aera digiml permite uma Cxpcriéncia de expansio virtualmente ilimitada
da liberdade de expressao. Esta liberdade tem, por isso, assumido ineditas e
insuspeitadas dimensdes, que, no limite, se podem reconduzir a propria segu-
ranca das pessoas, de grupos ¢ dos Estados.

A deten¢io em 16 de novembro ultimo do escritor franco-argelino Bou-
alem Sansal pelas autoridades argelinas, acusado por atentado a seguranca
¢ unidade do Estado, foi devida ao teor de declaragdes do mesmo sobre a

histéria da Argélia. Em simultidneo, a nio renovagio das licencas de dois ca-
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nais de televisio (TNT - télévision numérique terrestre), C8 ¢ NRJi2 pela
Autoridade da Comunicagio (Arcom) — confirmada pclo Conscil d'Ecat em
19-02-2025 — constitui objeto de aceso debate sobre liberdade de expressio
em Franga.

Vemos hojc a liberdade de exXpressao ser o principa] tema do discurso de
JD Vance (em 14 de fevereiro de 2025, em Munique), com observacdes a forma
como a mesma vem sendo concebida e aplicada no espago curopeu. Uma das
criticas ali feicas dirigiu—sc a anulagio por um tribunal (o Tribunal Constitu-
cional) de um processo eleitoral para a Presidencia da Republica da Roménia,
devido a interferéncia digital nesse processo por uma poténcia estrangeira.

A desordem informativa surge, assim, como um quadro inquictante, mas,
tambem, gerador de desafios. A pretexto da inalienavel necessidade de tute-
la de certos direitos fundamentais, nao deve, de acordo com uma adequada
metddica de ponderacio, subalternizar-se a liberdade de expressio, trans-
formando um cenario de expectativa de desenvolvimento civilizacional das
sociedades pluralistas, multiculturais e inclusivas enformadas pelo Estado de
Direito numa realidade indcscjavclmcntc distépica.

Convira, em vez de dar respostas “a flor da pele”, estudar a evolucio dos
fendmenos digitais ¢ comunicacionais em rede ¢ tentar intervir sobre eles,
regula-los, de forma democratica, a escala global, como seria desejavel.

As respostas nio sio faceis de antecipar, pois se todo o presente ¢ anacroni-
co, como escreveu Jorge Luis Borges, ¢ dificil prever o futuro num quadro de
tanta volatilidade e incerteza. Em matéria de impacto da dcsinforma(;io nos
processos eleitorais, nio sera facil estabelecer um horizonte de certeza, para
evitar efeitos nio s6 indesejados, mas paradoxais, com nefastas repercussoes
no plano das expectativas da preservacio da liberdade e desenvolvimento dos
modelos democraticos, niicleo do Estado de direito.

Relembrando um aviso muito pertinente ¢ atual de Ortega y Gasset «(..) a
satde das democracias, quaisquer que sejam o seu tipo e grau, dc‘pendc‘ de um misero
pormenor técnico: o processo eleitoral. Tudo o resto ¢ secundario.

Se o regime eleitoral ¢ acertado, se se ajusta a realidade, tudo vai bem; se nao,
mesmo que o0 resto ande otimamente, tudo vai mal. [...] Um regime eleitoral ¢ estdpido
quando ¢ falso. [...] Sem o apoio de sufragios autenticos, as instituicoes democraticas
ficam no vento. No vento estdo as palavras. “A Republica nao era mais do que uma
palavra”. A expressdo ¢ de César.»
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Orador: Francisco Teixeira da Mota
Advogado

JORNALISMO E CIDADANIA EM TEMPO
DE INTELIGENCIA ARTIFICIAL

Boa tarde.

Em primeiro lugar, quero naturalmente agradecer ¢ apresentar os meus
cumprimentos a Comissio ¢ ao Senhor Presidente Senhor Conselheiro José
Santos Cabral, a quem me liga uma relacio de grande empatia pessoal ¢ juri-
dica, e a todos os presentes que estio aqui e que estdo interessados em perce-
ber mais um pedago de uma realidade que esta em permanente transforma-
¢ao. Vamos, pois, aqui escavar um pouco a realidade atual.

Verdade scja dita, eu sou um leigo, sou um leigo da Inteligéncia Artifi-
cial. Utilizo pontualmente o ChatGPT, ¢ sou um leigo do Direito, isto ¢, sou
um advogado, limito-me a trabalhar quando ¢ preciso nas matérias, mas niao
penso nelas em termos abstratos e conceptuais como outras pessoas aqui pre-
sentes, nomeadamente os académicos.

E ¢ nesse sentido que, desafiado pelo Senhor Conselheiro, decidi ir es-
tudar este assunto, e venho ja assusta-los. Nao sei mesmo se aquilo que vou
dizer nio vai acabar com a Conferéncia... porque deparei-me, logo, com dois
estudos muito recentes, que investigam o impacto das ferramentas da Inteli-
gencia Artificial no pensamento critico. Um ¢ um da Carnegie University ¢ da
Microsoft, que nos fala sobre o impacto da Inteligéncia Artificial generativa
no pensamento critico, ¢ o outro ¢ de um Centro para Estudos Corporativos
da Sui¢a, e que também ¢ sobre os impactos no download cognitivo e no futu-
ro do pensamento critico.

E quais s3o as conclusdes? As conclusdes sio que a utilizagio das ferra-
mentas de A, nomeadamente no dominio dos trabalhadores do conheci-

mento, pode levar a uma diminuicio das capacidades ¢ das habilidades do
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pensamento critico. [sto ¢, os individuos tendem a confiar nas solugoes forne-
cidas pcla IA, resultando em menor Csforgo cognitivo pro’prio Isto ¢, passam
a preocupar-se em verificar da fiabilidade daquilo que Thes chegou, e nao em
pensarem ¢ inventarem aquilo a que chegariam se nio tivessem utilizado a
IA. Na verdade, este perigo existe, verificamos a fiabilidade, mas nio inventa-
mos, ndo procuramos, ¢ isto sao dois estudos muito recentes, que nos alertam
para este risco. E certo que um deles diz que o nivel educacional mais elevado
¢ associado a melhores capacidadcs do pensamento critico, indcpcndcntc—
mente do uso de [A, portanto talvez aqui nds estejamos um bocadinho livres
de correr o risco de ficarmos estdpidos com a TA. E este o problema que eu
0s queria alertar.

Ainda antes de entrar no tema diretamente que me ocupa, que ¢ do Jor-
nalismo com IA, nio posso deixar de aproveitar a intervengio do Senhor
Consclheiro Jorge Bravo, que nos chamou a atengio para o facto de todos
nos estarmos a viver uns momentos, digamos, mundiais algo alucinantes. O
delirio americano, aquilo que nos hoje em dia assistimos de transformagio do
real ¢ dos nossos quadros mentais, culturais, sociais, poHticos, econodmicos, a
que estavamos ha muitos anos habituados, ¢ uma coisa fantastica.

E cu penso que, relativamente a esta questio da Inteligéncia Artificial,
a intervengio do vice-presidente norte-americano JD Vance em Munique ¢
qualquer coisa de iconico. Para mim, esta ao nivel da imagem iconica daquela
senhora, Rosalina Ribeiro, que era a companheira do Tomé Feteira, ¢ que
se v¢ no clevador a descer, a arranjar-se para sc ir encontrar com a morte no
Brasil. E uma imagem que j4 faz parte do nosso inconsciente coletivo.

O Vicc—presidcntc JD Vance criou uma imagem iconica na construcio da
Europa. Eu senti-me verdadeiramente europeu, nao digo que me senti hu-
milhado, mas senti-me agredido efetivamente como europeu, quando ouvi o
JD Vance a dizer que que os europeus nio podiam ser assim tdo restritivos
quanto a Intcligéncia Artificial, tinham de ser mais impulsionadorcs, ¢ nao
podiam ter tantos tremeliques, uma coisa deste género, num estilo de quem
repreende alunos malcomportados. E isso ¢ marcante sobre o que se passa.
Porqué? Porque a o grandc debate que se passa a volta da Intc]igéncia Artifi-
cial tem como pano de fundo a questdo de se decidir se se avanga sem restri-
¢des ou se se devem colocar restrigdes e fazer consideragdes diversas. E sempre
a volta disto em tudo, seja no jorna]ismo, sc¢ja na justiga, scja em qua]qucr
area, o problema coloca-se: desenvolvimento, por um lado e restri¢oes, por
outro, nomeadamente consagrando questdes cticas ¢ deontologicas.

Também ainda sobre este aspeto ¢ importante atentar naquele Departa-
mento que ¢ - ¢ ndo ¢ - dirigido, 20 mesmo tempo, por Elon Musk nos EUA,
0 DOGE, que esta a trabalhar num software que vai automatizar o despedi-
mento de funcionarios pﬁb]icos. Com o novo software ¢ o uso da IA, ]:/1 ha
funcionarios do governo que receiam que as demissoes em larga escala possam
ocorrer com ainda maior celeridade. Isto ¢ outro aspeto que ¢ importante na

aproximagao a Intc]igéncia Artificial nesta realidade quc estamos a viver.
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[sto ¢ a estratosfera norte-americana, mas que nos afeta a todos...

Passando mais para o para o real mais comezinho, a senhora Dona Sandra,
que arranja as unhas de uma familiar amiga, ontem contava-lhe que tinha
chegado a casa ¢ que o filho estava no computador, ¢ estava no chatGPT. E
ela chegou 14 e disse-lhe “Para ]:i com isso vai, mas ¢ fazer os trabalhos” “Nio,
eu estou sO aqui a pesquisar”, “Vai fazer os trabalhos para casa”, “Estou s6 a
pesquisar”. E ele 4 se afastou. E no fundo o que ¢ que nos estamos a constatar?
E evidente que os TPC, os trabalhos para casa, passaram a ser os TPChat, isto
¢, ¢ 0 Chat que vai fazer os trabalhos. A presenca e a influéncia da Inteligéncia
Artificial ¢ pervasiva ¢ inevitavel.

Quanto a presenca da TA no jornalismo, ji ha muita coisa a acontecer e
cada vez ha mais. Houve uma cimeira muito recente da Inteligéncia Artificial
em Paris, em que organizagdes como os Repértercs Sem Fronteiras, produzi—
ram relatérios que mostram que, por exemplo, (isto ¢ retirado do Clube Por-
tugues de Imprensa), relativamente a Franga, 45% dos Jornalistas franceses ja
utilizam a Inteligéncia Artificial generativa no seu trabalho, ¢ 93% planciam
utiliza-lo no futuro.

Como ¢ que eles veem as ferramentas da Inceligéncia Artificial? E, essen-
cialmente, uma forma de poupar tempo em determinadas tarefas. E este ¢ o
primeiro nivel da utilizagio da Intc]igéncin Artificial, que ¢ traduzir, trans-
crever, resumir textos ou entrevistas. Qual ¢ a principal preocupacio das or-
ganizagdes de jornalistas? E assegurar que a Inteligéneia Artificial possa aju-
dar os jornalistas, em vez de os substituir. Ha sempre o recceio, da substituigﬁo
do trabalhador pela maquina, em primeiro lugar; Mas para alem disso ha a
preocupagio que a IA venha ajudar a produzir contetidos que tenham interes-
se publico, a desenvolver-secom base de utilizagio de casos concretos ¢, sobre-
tudo, controlar o algoritmo generativo. Estas sio as preocupagdes em Franga.

No Reino Unido, ainda ha pouco dias, houve uma série de jornais que
publicaram primeiras capas todas uguais: uma capa azul clara coma expres-
s10 com letras gigantescas “Make it fair”, (fazer isto decente). Decente o qué?
Os projetos lcgais que estdo a surgir em Inglatcrra no sentido de permitir a
utilizagio do trabalho dos jorna]istas, dos escritores, dos autores, dos cria-
tivos, pelas maquinas, pela producio da Inteligéncia Artificial, sem serem
pagos quaisquer direitos. Este ¢ um dos problemas que se esta a passar em
todo 0 mundo. Comegou logo no principio, nos Estados Unidos onde, como ¢
evidente, ja existem diversos processos em tribunal. A1 no ha um problema
de regulagio, vai-se, de imediato, para os tribunais ¢ estes que decidam se os
autores tém direitos a receber ou nio.

Em Inglaterra, embora também o sistema judicial se baseie no sistema
do precedente, ha muita legislagio, ¢ cles estio a discutir a legislagio que
permita, por um lado, a criagio de cada vez mais vastas bases de dados de
Inteligéncia Artificial, permitindo a maior eficacia da Inteligéncia Artificial,
mas que, por outro lado, isso nio represente uma explora¢io dos criadores

que produziram o material sobre o qua] sc vai criar essa riqueza. Isto é, quem
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traz a base dessa riqueza sio as pessoas que escreveram, que pintaram, que
pensaram que tém de ver a reutilizacio do seu trabalho remunerada.

Tambem ha uma Creative Rights, uma Coliga¢io que apresentava trés prin-
cipios base para a politica de direitos autorais: mercado de licenciamento
dinamico (tem de se dizer dinamico porque a velocidade a que funciona a
Inteligéncia Artificial nio se pode estar com o sistema das licengas, das auto-
rizacoes, das negociacoes individuais, tem de haver um sistema que permita
uti]izagécs g]obais de criagoes literarias, artisticas, diversas, para a produgﬁo
da Inteligéncia Artificial); transparéncia e, sobretudo, o controle de trans-
paréncia, para os criadores dos contetidos saberem o que esta a ser utilizado,
porque hoje em dia nds temos a nog¢io de que todas estas gigantescas bases
de dados que funcionam como Inteligencia Artificial sio bases de dados que
foram buscar material a todo o lado — veja-se o caso do The New York Times
totalmente “sugado”— sem ser efetuado qualqucr pagamento . E o trabalho de
muitas ¢ pessoas a quem, até agora, ningué¢m pagou nada. Foi-se buscar todo
esse trabalho ¢ agora utiliza-se ¢ rentabiliza-se o que, naturalmente levanta
problcmas...; e, por ultimo, ¢ preciso promover o crescimento sem deixar de
regular o mesmo.

Em Portugal, (ndo vou falar dos instrumentos juridicos internacionais, ja
foram aqui falados) vou tentar ver s0 0 que ¢ que se passa um pouco em Por-
tugal relativamente aos jornais.

Nos Estados Unidos, na Casa Branca, a Administracio Trump decidiu
acabar com aquclc pool que havia dos jornnlisms, daqui]o que sao chamados,
hoje em dia, os legacy media, que sio os meios de comunica¢io antigos - ja sio
legacy, ja si0 uma heranga... - por oposicio aos digital media, que sio os novos,
desde podcasts 2 outros meios de comunicagao digital.

Neste momento, a Administra¢io Trump decidiu acabar com o mono-
polio que estava organizado tradicionalmente, ha 8o anos ou qualquer coisa
assim, ¢ ¢ a Casa Branca que vai escolher quem ¢ que vai as conferéncias de
imprensa, ¢, portanto, escolhe quais sio as perguntas que lhe sio feitas, como
¢ evidente. E isto lanca problemas complicados, relativamente a prépria liber-
dade de expressao, ¢ a liberdade de imprensa, ¢ a liberdade de informagﬁo.

Aproveitando estes conceitos legacy media e digital media, perguntei ao Cha-
tGPT como fazer aqui um inquérito relativamente a utilizagao da Inteligéncia
Artificial no jornnlismo, ¢ escolhi dois media de qualidadc, o Publico, porque
¢ um jornal tradicional, e o Fumaga, um podcast de, assim ele se designa, jor-
nalismo de investigacio independente e sem fins lucrativos, focado no escru-
tinio dos sistemas de opressio e desigualdades. E, portanto, a ambos estes me-
dia, enviei um inquérito igual. Constatei que no Publico ja esta elaborado um
documento de trabalho sobre o uso de Inteligéncia Artificial, ¢, portanto, tém
um documento em que se preocupam com a transparéncia interna ¢ externa,
com os audios e imagens geradas por Al portanto tém ja uma série de regras.

O questionario ¢ muito amplo, sio mais 10 perguntas, mas vou poupa-los
a enumeragio de todas as respostas do Publico ¢ do Fumaga. Porqué? Porque
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perguntei a0 ChatGPT quais eram os pontos em comum, ¢ quais cram as
difcrcngas que havia nas respostas, ¢ assim permitir, de uma forma simpliﬁ—
cada, mais simplesmente informar quem esta aqui.

N os pontos em comum, a primeira coisa que constatei, ¢ que a Intcligén—
cia Artificial ainda ¢ utilizada de forma muito reduzida. E para transcrigao,
para traducgio, para efeitos de quadros, nenhum destes dois meios de comu-
nicacio social utiliza a Inteligéncia Artificial para redigir textos jornalisticos
¢, portanto, o uso limita-se a transcricio, tradugio, brainstorming ¢ pequenas
assisténcias em pesquisa. E isto que ¢ utilizado em qualquer dos dois media.
O principal uso ¢, de facto, a transcricio.

Ha um ceticismo sobre a confiabilidade da Intcligéncia Artificial em am-
bos os meios. Ha uma desconfianca sobre a fiabilidade da informacio que ¢
transmitida pelo chatbot ou pelos outros. Nao ha personalizagio dos contetdos,
nem nenhum destes jornais utiliza a pcrsonalizagﬁo de contetidos para dirigir
mensagens em newsletters ja orientadas para a pessoa que vai receber. E, por-
tanto, nio houve um impacto significativo na producio de mais contetdos ou
divcrsiﬁca(;io de temas. os principais ganhos foram em ranscrigao ¢ tradugio,
mas sem impacto estrutural na produtividade.

Ha algumas diferengas entre ambos, sobre haver formagio ou nio haver
fbrrn:u;io para os jornalisms. No Publico refere-se isso, no Fumaga nio sc justi-
fica. No Publico ja esta aceite como principio basico, qualquer contetido gera-
do por Inteligéncia Artificial ¢ identificado ¢ sinalizado, obrigatoriamente. No
Fumaga nio ha impacto editorial que justiﬁquc uma transparéncia cspcc{fica
e, portanto, nio se poe sequer problema.

Portanto, em conclusao, com o apoio do ChatGPT, ambos os jornais ado-
tam uma postura conservadora em rc]agio a0 uso da Intcligéncia Artificial, res-
tringindo-a essencialmente a tarefas auxiliares. Nao querem que a Inteligéncia
Artificial afete o contetdo editorial do seu proprio produto e, portanto, nio
h4 grandes diferengas.

Eu, visto isto, ndo resisti a perguntar a0 ChatGPT se o ceticismo sobre a
confiabilidade da Inteligéncia Artificial era fundamentado ou se corresponde
s0 a um receio do novo, do diferente. Porque como nds sabemos todos, nio pre-
ciso de dizer, porque todos nos o sentimos, ha sempre um receio do diferente,
ha sempre uma resisténcia e, portanto, em que medida este ceticismo nio ¢ sO
o reccio das novidades?

Mas, o ChatGPT generosamente respondeu “Nio, o ceticismo sobre a con-
fiabilidade da Inteligéncia Artificial nos dois jornais ¢ bem fundamentado, ¢
nio apenas um reccio do novo ou diferente. Ha razdes concretas para essa pos-
tura cautelosa” E explica erros ¢ alucinagdes da Inteligencia Artificial. Tanto
o Publico como o Fumaga, mencionam que chatbots geram informagoes erradas,
criam referéncias inexistentes ¢ podcm falsificar dados. E, concretamente, o Fu-
maga dava um exemplo, tinham feito uma procura da autoria de uma gravagio
de um discurso Malcom X ¢ nio conseguiam obté-la, apareceram fontes diver-

sas ¢ erradas, o que consideraram um ﬁllhango claro da Intcligéncia Artificial.
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Depois, a falta de transparéncia nas fontes ¢ um dos motivos que justificam
esse ceticismo. Os modelos nio citam de forma confiavel, o que compromete
a credibilidade do jornalismo ¢, portanto, nio se podc‘, de maneira nenhuma,
confiar e substituir a checagem dos jornalistas. Depois, ha o risco de mani-
pulagio, vieses politicos, culturais ¢ historicos e, portanto, ambos os meios
apontam para cssa necessidade da intervengio dos jornglistas. O ceticismo
dos jornais nio ¢, pois, apenas resisténcia a0 novo, mas uma resposta logica a
limitagdes reais da tecnologia.

Conclut que o ChatGPT rc‘spondera muito bem: foi uma autoanalise que
me deu gosto ler. Eu tenho sempre receio de estar a perguntar coisas ¢ cle estar
a querer-me enganar intencionalmente, qualquer coisa como querer defender o
seu bom nome. Porque as pessoas defendem tanto o seu bom nome, também o
ChatGPT podia querer defender o seu bom nome. E, portanto, dizer qualquer
coisa como “olha que nio ¢ bem assim e tal”, mas nio, at¢ agora tem-se portado
de uma forma decente e foi claro ao dizer-me que “a Inteligéncia Artificial pode
ser uma ferramenta ttil, mas ainda exige supervisio humana rigorosa para evitar
desinformagio e preservar a credibilidade jornalistica”

O ChatGPT informou-me que, em paises estrangeiros, noutros meios de co-
municagio social, a situacio ¢ muito diferente. A Associated Press ja utiliza a In-
teligéncia Artificial para gerar automaticamente noticias financeiras e relatorios
com balan¢o de empresas. A Bloomberg tem um sistema que analisa os relatérios
financeiros e cria textos informativos sobre o desempenho das empresas. De-
pois, quanto a personaliza¢io e recomendacio de contetidos, a Google News ja
usa Inteligéncia Artificial para selecionar e pcrsonalizar noticias. O The New York
Times e a BBC também. No The Guardian, na BBC, ja ha muitas utilizagoes da TA,
nomeadamente, para produzir noticias propriamente ditas, embora controladas.

Quanto a participagio civica, a cidadania, eu tambeém perguntei ao Chat-
GPT um pouco sobre o que se poderia fazer quanto a cidadania e a participagio
dos cidadios na vida civica, na arena publica, ¢ enumerou-me varios aspetos em
que, no seu artificial entendimento, o ativismo pode beneficiar gr:mdemc‘nte
da Inteligéncia Artificial. Seja criando uma plataforma de encontro das pessoas
onde as pessoas podem ir buscar informacio, seja chamando a aten¢io, curiosa-
mente, para evVentuais erros.

SO queria dizer mais uma coisa, a terminar. A Inteligéncia Artificial nio
tem fim, como ¢ evidente. E uma tecnologia fantdstica, alucinante e tal, nio a
vamos parar com as mios. E um tsunami, ou, mesmo, mais do que um. Nio a
VAmos parar...

O sinistro video de Donald Trump em Gaza, com imagens dos resorts que
pretende ai fazer, ¢ a prova provada que a IA ndo tem mesmo limites. Enquanto
vivemos um genocidio em Gaza, aparecerem aqueles personagens em fato de
banho, a atirar notas numas pretensas praias idilicas, ¢ uma coisa que ulerapassa
todos os limites...

E, assim, a mim o que me preocupa mais, confesso, nao ¢ a Inteligéncia Arti-

ficial, ¢ a natureza humana. Muito obrigado.
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Orador: Gustavo Cardoso
Professor Catedratico de Ciéncias da Comunicacdo do ISCTE

ELEICOES E MANIPULACAO DE INFORMAGCAO

Muito obrigado.

Boa tarde a todos. Antes de mais, 0 meu agradecimento pelo convite a Co-
missao Nacional de Elei¢des, mas um duplo agradecimento, por um lado, por
permitir hoje vir aqui falar e, por outro lado, por ter permitido também, no
passado, que trabalhassemos em conjunto, e que, portanto, contribuissemos
para um melhor conhecimento sobre a realidade eleitoral, em termos daquilo
que acontece nas redes sociais ¢ media sociais.

Gostava de comegar dizendo que nio podia estar mais de acordo com a
intervencao que me antecedeu. Acho que o nosso grande problema nio ¢ cen-
trado na tecnologia, ¢ centrado nas pessoas ¢ no uso que as pessoas fazem ou
nio de uma determinada tecnologia. Tendo esse ponto de partida, ¢ depois
possivel questionar se possuimos ou nio os mecanismos legais, ¢ outros, para
lidar com essas situagdes. Mas, no final, falar sobre desinformacio resume-se
a falar sobre pessoas.

Quando me convidaram, presumi que o objetivo fosse tambem falar um
pouco sobre o passado, porque sem falar sobre 0 que ja aconteceu ¢ impossivel
tentar perceber como lidar com o que ira acontecer, isto ¢, o futuro. O nosso
passado de estudo da desinformacio eleitoral ¢ um passado relativamente
recente ¢, portanto, aquilo que eu vou estar a conversar convosco sobre o
“passado” tem por base 0 ano de 2024 ¢ as duas elei¢oes que entdo ocorreram
em Portugal. A partir dessa breve incursio, acho que poderei, entio, dizer-vos
também a]go sobre dcsinformagﬁo ¢ Intc]igéncia Artificial. Haveria certa-
mente uma outra alternativa, que era chegar aqui hoje e dizer-vos para con-
sultarem algo que tem estado a circular no Instagram e noutras redes, porque

cu nio o poderia passar aqui, nomeadamente por causa dos palavroes que
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estdo associados a esse contetudo. Estou a falar do video de deepfake utilizando
a lider do Bloco de Esquerda, Mariana Mort:’lgua, a supostamente “dissertar”
sobre um episodio politico. Dado que ¢ um deepfake, ¢ claro que nio existe, ¢
algo construido com inteligéncia artificial, algo nao real.

A Intcligéncia Artificial ¢, assim, utilizada, em contexto eleitoral, mas
tambem fora do contexto eleitoral. Portanto, a Inteligéncia Artificial esta
presente na politica, assim como as redes sociais sio também parte da poli-
tica hojc. No entanto, para a Intc]igéncia Artificial atuar por forma a violar
as normas necessarias para um bom processo eleitoral, ¢ necessario (e agora
voltando novamente a0 argumento anterior) que haja pessoas a fazer uso dela.
E, acima de tudo, como cu vou tentar, espero, demonstrar-vos, sio precisos de
atores politicos para fazer com que Inteligéncia Artificial seja problematica
para todos nos. Ou seja, ndo serdo apenas quaisquer duas pessoas, como por
exemplo, os dois interlocutores presentes neste palco, que, ao partilhar algo,
mesmo que produzido por Inteligencia Artificial, ira causar grande dano.
Sio, sim, as pessoas politicas que estdo a disputar lugares em clei¢des que, se
utilizarem essas ferramentas com o objctivo de criar alguma pcrturba(;io, vao
ter capacidade de causar algum tipo de impacto social eleitoral.

Portanto, ¢ fundamental percebermos isto. Nao ha impacto social de ferra-
mentas, sem pessoas decidirem utiliza-las. Importa lembrar, que nem todas as
ferramentas sio iguais, nem todas as pessoas sio iguais. Nem todas as pessoas,
utilizando as mesmas ferramentas, conseguem atingir objetivos idénticos.

Falemos entio do passado ¢ do que sabemos sobre o que ocorreu nas elei-
¢oes em Portugal no ano de 2024. Falemos, primeiro, das legislativas. Numa
colaboragio entre o MediaLab do ISCTE ¢ a LUSA, foram analisadas quatro
redes ¢ media sociais: Facebook, X, Instagram e TikTok. Se olharmos para os
300.000 posts mais vezes publicados no Facebook, verificamos que aqueles
que sdo sobre politica sao 2%, ¢ as noticias 6% do total. Isto ¢, a maior parte
das pessoas, mesmo durante o periodo cleitoral das Legislativas, aparente-
mente, nio se interessa pelas tematicas que nos estamos aqui a discutir nesta
sala: politica. Daqui se conclui, que as pessoas estio ocupadas ou preocupadas
com outros temas. No entanto, tendo afirmado o anterior, importa dizer que
sobre conteddos a questio nio ¢ uma questdo da quantidade, mas sim uma
questao da qualidade da informacao. Que ¢ 0 mesmo que dizer que importa
saber o que ¢ que ¢ publicado, ¢ 0 impacto que essa pequena quantidade de
informacio pode ter sobre as vidas de todos nos. A informag¢io nio ¢ toda
igual, nem tudo tem 0 mesmo valor, nem tudo tem 0 mesmo tipo de influén-
€ia NoO Nosso quotidiano. Portanto, falar de poll/tica nio ¢ falar da quantida—
de de contetdos politicos nas redes sociais, mas sim de como a qualidade
desses contetdos politicos influi na politica e no cume da atividade politica
que $ao as ClCi(;()CS.

Sobre os contetdos publicados durante o periodo das Legislativas 2024, ¢
preciso chegar quase, no Facebook, aos 300 ¢ tal posts com mais interacoes de
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ma relevancia politica. Importa notar, que esta observagio ocorreu durante as
Legislativas e, portanto, que se trata da andlise de um periodo onde as pessoas
supostamente estdo muito mais atentas as questdes da politica. No entanto,
durante esse mesmo periodo vale a pena salientar que a atencio das pessoas
no Facebook estava dirigida para um homem que havia escrito um Curriculo
Vitae 2 mio, porque nio tinha dinheiro, e que recebeu 30 propostas de tra-
balho; depois para um post motivacional de Coaching sobre o aproveitamento
eficiente do tempo de trabalho; e, por fim, para um post do jornal A Bola, com
a noticia da medalha de ouro de Diogo Ribeiro, curiosamente um contetdo
sobre outro desporto que nio o futebol.

O que estes dados nos mostram, ¢ que ha dois mundos de atengio. Ha um
“mundo” onde a maior parte se movimenta, mesmo em tempo cleitoral, ¢ depois
ha aquele “mundo” onde as pessoas com interesses politicos, ¢ aquelas que sio
candidatos, ou outras, se movimentam. E claro que ambos acabam por se encon-
trar algurcs nas redes e media sociais.

Para pcrccbcrmos a cconomia poh’tica das redes sociais em Portugal, im-
porta compreender que sio os usos que fazemos que dio identidade cultural
as redes sociais. Escolhi o Facebook como exemplo porqué? Porque ¢, ainda, a
rede onde a maior parte dos portugueses esta presente. No entanto, 0 mesmo
nio acontece noutras redes. Por exemplo, o Twitter/X ¢ culeuralmente um ou-
tro tipo de rede. O X, onde provavelmente muitas das pessoas presentes nesta
sala interagem ¢ culturalmente diferente do Facebook em Portugal. Porqué?
Porque as pessoas que estdo no Twitter/X estdo muito mais preocupadas com
as dimensdes politicas. O Twitter/X, se quisermos caracterizar de uma forma
caricatural ¢, em Portugal, uma rede onde estio os poh’ticos7 0s jornalistas ¢ os
comentadores, ¢ todos os portugueses que aspiram a ser politicos, comentado-
res ¢ jornalistas. As pessoas ditas “normais” (e agora estou a ser provocador com
esta aﬁrmagﬁo) nio estio nesse espago. Nio ¢ assim em todos os pafscs? Nio. E
uma questio cultural portuguesa, assim como noutros paises existem redes que
tém outras fungdes socialmente construidas.

Nesta analise, também importa perceber que, no TikTok, no Facebook, ¢ no
Instagram, tivemos nas legislativas de 2024 quase sempre 0 mesmo candidato com
mais presenca — falo do lider do partido Chega, Andre Ventura. A razio ¢ muito
simplcs. Em Portugal ha partidos com militantes e ha partidos com adcptos ou, se
quisermos fazer uma analogia com o futebol, socios versus adeptos. Ou seja, para
funcionar nas redes sociais, ¢ necessario ter muita gente envolvida, ¢ os partidos
teém poucos militantes. Portanto, ou se tem adeptos ¢ se faz esse trabalho (¢ nio
vamos estar aqui a discutir se sio bots ou contas falsas etc., porque isso ¢ uma
discussio que nos levaria muito longe) ou nio se consegue ter alcance nas publica-
coes. Neste caso, em concreto, o partido Chega ¢ um partido de adeptos. As redes
sociais s3o uma tecnologia, mas o alcance, nio pago, ¢ efetivamente uma dindmica
que tem a ver com as pessoas envolvidas na partilha ¢ nio com a tecnologia que
scusa. A tccnologia permite dadas dinAmicas, mas ¢ preciso ter pessoas, muitas,
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Por sua vez, os contetudos de atores politicos com mais intera¢des nas re-
des sociais, sio aquc]cs que tém a ver com contetudos emocionais, nio sio os
conteudos tradicionais daquilo que se pode associar a um programa politico
ou a medidas politicas. E aquilo que mexe connosco, que mexe com a emo-
¢io. Por exemplo, um post colocado pela Mariana Mortagua era apenas uma
fotografia, dado que na altura dessa publicac¢io havia uma referéncia dessa
politica e a sua avo, a lider do bloco colocou uma fotografia da sua infancia
em que estava mascarada de casa, para dar voz 4 agenda tematica da politica
de habita¢io. Portanto, estamos a falar de assuntos muito diferentes daqueles
que, tradicionalmente, nds encontrariamos nas noticias dos jornais. Ambas
s30 importantes, mas sio tamb¢m diferentes na forma como atingem a aten-
¢ao das pessoas.

Para compreender as dinamicas das redes sociais na politica, importa per-
ceber também que ha outras dinamicas cxplicativas. Nomeadamente, impor-
ta assumir que o espaco das redes sociais ndo ¢ apenas um espaco feito de
politicos. Os politicos tém muitos seguidores ¢ muitas pessoas com as quais
interagem nas redes, scjam clas jorna]istas ou outras, mas ha outro tipo de
pessoas a surgir, ¢ esse outro tipo de pessoas também tém a atengio de muitas
mais outras pessoas. Estamos a falar de figuras, que para facilitar a categori-
zag¢io, vamos chamar de influencers, mas um tipo diferente dessa categoria.
Alguns desses influencers sio ex-jornalistas, outros sio ex-politicos, outros sio
pessoas que fizeram um caminho diferente para se destacar ¢ serem notadas
na multidio, alguns sio humoristas, ete. No entanto, todos eles tém o mesmo
tipo de aten¢do. Uma atengio, que em quantidade ¢ hoje semelhante a, por
exemplo, as marcas jornalisticas, ou mesmo aquelas marcas que, usam meto-
do]ogias jornaHsticas para combater a dcsinformagio Nomeadamente, em
Portugal, o Poligrafo, o Observador, ete. O surgimento destes novos atores da
atengio politica, este outro tipo de influencers, surge em todas as redes, seja
nas mais velhas, como o Facebook, scja nas mais novas, como o TikTok.

Estes pontos, nos quais tenho centrado a minha atencio, estio aqui para
se poder falar de um outro. Nomeadamente, que nio ¢ mais possivel conceber
o exercicio da polftica ou a analise das clcigécs sem pensar numa légica de co-
municag¢io em rede. Eu nasci em 1969 e, na altura diziam os tedricos das cien-
cias da comunicacio, e depois aprendia-se na escola, que viviamos no mundo
de comunicagio de massas. Porqué? Porque, nessa, altura nos tinhamos radio,
televisao e jornais. Era ai que estava a media¢io. Atualmente, a mediacio esta
ainda nesses mesmos, mas juntaram-se-lhes as plataformas que nos dio acesso
¢ possibilidadc de pub]icar o que quisermos. Isto ¢, o mundo da mcdiagﬁo
tornou-se mais complexo, porque ja nio s6 la “habicam” os jornalistas, que
dao a conhecer factos, e as pessoas que produzem ficgio, mas também todos
nos que estamos a partilhar o mesmo espaco de publicacio com as nossas
opinides ¢ descricdes de interesses. E esse ¢, simultaneamente, o problema e
a vircude da situagio em que nds nos encontramos: o facto de vivermos num
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Tudo aquilo que comeca na televisio, acaba sempre nas redes sociais e,
por vezes, volta novamente a televisio. Portanto, vivemos numa logica comu-
nicativa toda ela interligada entre si, em rede, mas quem estabelece as pontes
nio ¢ a tecnologia, somos mesmo nos, as pessoas. Pois, ¢ aquilo que nos par-
tilhamos, ¢ aquilo que nos decidimos passar para as pessoas que conhecemos
ou ndo conhecemos, sucessivamente, que cria as pontes da media¢io entre
diferentes tecnologias, ecris ¢ Apps.

Centremos agora a nossa atencio na desinformagio. Um exemplo que
aconteceu 2024 durante a campanha cleitoral diz respeito a uns alegados
disparos, ocorridos quando estava a passar uma caravana do partido Chega
numa localidade. O que se pcrccbc, se olharmos para a dinamica de parti]ha
nas redes, ¢ que tudo se inicia entre uma conta de um movimento de “resis-
téncia Lusitana”, ¢ um dado cidadio, que partilham a alegada existéncia de
disparos ¢ dcpois surge a partilha de um po]{ticc)7 André Ventura. Entre os
trés partilhadores ha uma enorme diferenca de constru¢io de atengio relati-
va. Pois, temos registos que vio das 1792 visualizacdes até as 1 044 718 visua-
lizagécs associadas ao poHtico. A questio nio ¢ apenas o que se partilha, mas
tambem quem o partilha. Portanto, pode haver muita Inteligéncia Artificial
a produzir muitos contetdos, mas apenas se Donald Trump partilhar um
dado video ¢ que nos todos falamos sobre isso. Se um promotor imobiliario
partilhar 0 mesmo video (porque esse tipo de Inteligéncia Artificial ¢ aquele
que nos também encontramos na venda e compra de casas na cidade de Lis-
boa) tera uma audiéncia muico mais 1'cduzid:17 como ¢ dbvio.

Nas Legislativas de 2024, também ocorreu pela primeira vez uma particu-
laridade desinformativa publicitaria e depois publicidade politica em grande
escala. Estes dois casos, referem-se, no primeiro caso, a uma publicidudc que
para além de ser politica era claramente reconhecida como enganosa e que
surgiu no YouTube. Tratou-se de publicidade paga com as caras de Antonio
Costa, Jos¢ Socrates e Pedro Nuno Santos, com frases enganadoras a utilizar
o logo do jornal Publico para tornar mais apelativa a aten¢io das audiéncias
¢ conferir a credibilidade de um 6rgio de comunicagio social a algo que, de
noticia nada tinha. Portanto, o uso ilcgal de pub]icidadc polftica desinforma-
tiva ocorreu com o Partido Socialista primeiro, mas depois tocou ao PSD. O
segundo evento dirigido contra o PSD ¢, também, paradigmatico. Uma enti-
dade pagou varios milhares de euros para atingir alguns milhdes de portugue-
ses fazendo-se passar pelo 0rgio de comunicagio social brasileiro Globo, uti-
lizando um grafismo do jornal argentino Clarim ¢ frases desacreditantes da
actuagio do lider do PSD, Luis Montenegro. Embora o contetido desta tiltima
operagio, talvez, nio fosse ilegal noutras legislagdes que nio a portuguesa, no
nosso pais ¢ claramente ilegal. Pois ¢ publicidade paga em periodo eleitoral e
existe uma tentativa de ocultar o real contratante da compra de pub]icidadc
na rede social Facebook.

Falemos agora de algoritmos. E ébvio que os algoritmos também tém um
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desinformacio através dos seus actos de atengao e/ou partilha. Portanto, essa
¢ a questdo fundamental aqui. Ha pessoas ¢ pessoas, ha pessoas com mais in-
fluéncia do que outras. Alguns sio politicos, outros nem tanto.

O que ¢ que poderiamos concluir, de uma forma relativamente rapida, so-
bre as clcigécs lcgislativas de 2024 ¢ asua rc]agﬁo com o tema da desinforma-
¢io e Inteligéncia artificial? Primeiro, que a desinformagio ¢ como a poluigio.
[sto ¢, existe sempre no ar que respiramos. O problema surge quando a polui-
¢do impede a nossa respiragio normal. Analogamente, podemos dizer que a
desinformacio existe ¢ existira sempre, pois ¢ inerente a0 acto de comunicar
¢, no modo de comunicagio em rede, a desinformacio ¢ um subproduto da
nossa forma de comunicar. O problema surge, quando a desinformacio ganha
uma visibilidade que perturba o normal funcionamento do nosso quotidiano,
seja em tempo de elei¢des ou outro.

No entanto, os atores politicos ¢ outros influencers com clevada notorie-
dade tém uma responsabilidade. Pelo que a comunicacio dos atores politicos
¢ parte do problema. Em particular, no caso portugués, nio estamos a falar
de interferéncia de Estado estrangeiro, mas sim de atores poHticos internos. A
primeira questio ¢, portanto, que analisar ¢ lidar com a desinformagio depen-
de, obviamente, dos partidos decidirem utilizar ou nio desinformacio na sua
comunicagao poHtica ¢ utilizarem ou nao Intc]igéncia Artificial paraa fazer. O
poder desinformativo esta diferenciado conforme as maos de quem o usa para
partilhar desinformacio também. Sem politicos que partilhem desinformacio,
nio ha amplificagio, nio ha problemas reais para as democracias.

Outra dimensio importante para a analise ¢ saber que ha redes ¢ redes,
¢ importante perceber que elas sio todas diferentes umas das outras. Essa
difcrcn(;a, que nos interessa aqui tracar, nao ¢a tccnolégica, mas sim a da
apropriac¢do social ¢ a identidade cultural que lhes conferimos através do
uso que delas fazemos.

Nos estamos a viver, igualmente, numa ¢poca em que os contetidos emotivos
s30 centrais na politica. Porque ¢ que esse tipo de conteudos aparece mais? Por-
que as pessoas os partilham mais? Nio ¢, certamente, porque o algoritmo esteja
a criar esse viés, sera porque, efetivamente, nds, as pessoas, sobre poh’tica, esta-
mos mais disponiveis para partilhar coisas que aproximem os politicos do nosso
quotidiano ¢ menos disponiveis para partilhar algo que nos aproxime mais da
institui¢ao partido ouda poh’tica das idcologias, das medidas ou posicionamen-
tos politicos. Podemos questionar se ¢ uma tendéncia internacional ou nossa,
portuguesa, mas quanto a isso nio hd, por enquanto, uma resposta tnica.

Falemos agora sobre as clei¢des Europeias de 2024. A colaboragio entre o
MediaLab ¢ a CNE teve, como ja iremos abordar, a virtude de ser aquela que
identificou, pela primeira vez em eleigoes em Portugal, a utiliza¢io de Inteli-
géncia Artificial, criando deep fakc‘s com candidatos. Mas deixem-me sé adian-
tar-vos uma coisa, provavelmente nio ¢ aquilo que estdo a espera que seja, e,
portanto, isso ¢ também importante para nds percebermos qual a dinamica
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Vale a pena salientar uma conclusao que foi possivel de ser tirada da ana-
lise das Europeias em Portugnl. Podemos concluir que se publicu muita coisa
no Twitter/X e no Facebook por parte dos partidos, mas ¢ no Instagram que
as coisas funcionam politicamente em Portugal, ou funcionavam na altura,
talvez o TikTok nos possa vir ainda a reservar uma surpresa. No entanto,
como as interacgdes nas redes sociais dos diferentes partidos demonstram,
nao ha uma relagio direta entre interaccoes obtidas e votos depositados em
urna em dia de Clcigécs. As redes e media sociais apenas nos mostram gr:mdc—
zas de interesse relativas da populacio, expressas pelas interagoes, e nio votos
em numero absoluto a depositar pelos eleitores em urnas.

Eleitoralmente, todos os partidos publicam, mas s6 ha um partido que,
aparentemente, tem mesmo bons resultados com as publica¢oes que faz, que
¢ o partido Chega. Todos os outros estdo muito longe em termos de resulea-
dos nas intera¢oes nas redes. Também ¢ importante dizer que, apesar de nos
termos algumas singularidades culturais, que ja aqui abordamos, quando nos
estamos a comparar com o conjunto dos outros paises curopeus, 0 que acon-
tece 14 também acontece ¢4, embora com certas nuances.

Nas clei¢oes europeias, Portugal teve claramente presente uma dinamica
desinformativa centrada em torno da questio da imigracio. O que se verifi-
cou, mais uma vez, ¢ que quando ¢ alguém nio muito conhecido a parti]har,
os valores de interacoes ¢ viralidade sio mais baixos. Quando, pelo contrario,
sao partidos ou os seus lideres, sejam quais forem as suas contas, o que acaba
por acontecer ¢ que ha muito maior visibilidade relativamente as dindmicas
de desinformacgio.

No entanto, nem tudo o que reluz ¢ ouro ¢ nem tudo o que para uns ¢ de-
sinformacio ¢ entendido como tal por outros. Por vezes, os outros sio mesmo
cientistas e dizem-nos algo com que nio concordamos. Por exemplo, podia-
mos perguntar se o conteudo partilhado durante as elei¢oes Europeias no
Instagram do partido Chega, com a imagem da deputada Rita Matias ao lado
de uma mulher utilizando uma burca, com a legenda “Que Europa Queres?
Nos sabemos o que queremos” ¢ ou nio ¢ desinformativo? A resposta ¢ que
nao podc ser classificado como desinformativo, ¢ quando muito um contetdo
descontextualizado, que ¢ uma coisa ligeiramente diferente.

E este poderia ser um subtema para a nossa conversa aqui, que ¢ liberdade
de expressao ¢ dcsinforrnagﬁo. Eu sei que j:’l hojc falamos do Vice-Presidente
Norte Americano, JD Vance, ha pouco, também falamos de Donald Trump,
vamos falar de novo. Os nossos vizinhos do outro lado do Atlantico passaram
a considerar como inapropriado da nossa parte, nossa dos curopeus, que nos
digamos “desinformacio” ou digamos “misinformation”, que tem uma outra
traducio para portugués. Agora, parece ser, aconsclhavel utilizar o termo
“propaganda”, que foi uma coisa que nods tinhamos usado e abandonado ];/1
ha muito tempo, mas que agora deve ser utilizado para referir-se aos con-
tetdos. Embora os EUA tenham reintroduzido velhos termos para um velho
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Presidente Trump a tornar viral o conceito de Fake News) ha um mérito novo
nesta rcintrodugio que ¢ falar de liberdade de expressio. Pois permite-nos,
tambem, questionar nio so os limites da liberdade de expressio, como tam-
bém os limites da desinformagio.

Agora, falemos da Inteligéncia Artificial ¢ do video real de André Ven-
tura, mas com audio gerado por IA que surgiu durante a campanha eleitoral
das Europeias de 2024. Esse video, ¢ o exemplo daquilo que nos podemos
dizer ser o primeiro marco de utilizagio, em quadro de campanha cleitoral,
de um deep fake, desta vez, feito para prejudicar Andre Ventura, e associa-lo
a um esquema de enriquecimento, mas que ¢, na realidade, um esquema de
fraude financeira para roubar poupancas aos que interagirem com o antncio.
Portanto, nem sempre quem partilha desinformacio vai procurar um ganho
politico e eleitoral, muitas vezes a desinformacio ¢ apenas um esquema frau-
dulento financeiro ao SCTVICO de terceiros.

Regressando a questio de partida, o que ¢ importante ¢ percebermos que
ningu¢m esta livre de ser atingido pela desinformacio. Pode-se partilhar de-
sinformacio ¢, também, ser alvo de desinformacio através da accio de ter-
ceiros e, por vezes, tal nio ocorrer numa logica eleicoral, mas numa logica de
apropriacio de credibilidade percebida para fins financeiros.

Depois, do percurso que nos trouxe até aqui, gostaria também de falar
sobre como ¢ que a imigra¢io em Portugal foi utilizada para desinformar. Co-
megaria por partilhar convosco que nos, os portugueses nio somos curopeus.
Lamento informar-vos, mas, pelo menos em termos da desinformagio, nio o
somos. Porqué? Porque nas elei¢oes europeias, a inica coisa que nos realmente
partilhamos com o resto da Europa, em termos de temas de desinformagio,
foram as questdes da imigracio. Quase todas as outras, que foram tema de
desinformacao nos restantes paises da Unido Europeia, como o Clima, a Poli-
tica ¢ Politicos, a Covid-19, a Guerra da Ucrania, a credibilidade do Processo
Eleitoral, o Género ¢ LGBTQ+, estiveram ausentes daquilo que nds vimos
surgir em Portugal em 2024 nas redes sociais.

Talvez se possa dizer que isso era expectavel, pois as nossas preocupacdes
tamb¢ém nio sio as mesmas do resto do mundo sobre alguns tipos de desin-
formacio. Aquilo que se assume ser preocupacio com desinformacio e o que
nos achamos que ¢ para os portugueses desinformagio, nio ¢ algo partilhado
da mesma forma em todos os paises. Essas diferencas, tém a ver com a cultura
de cada um dos sitios, e tem a ver com aquilo que as pessoas acham que ¢, para
si, importante ou nao no quadro da informacio e da desinformacio.

Chegado a este ponto, proponho-vos uma ponte para com um projeto
que 0 MediaLab e a CNE experimentaram durante as tltimas elei¢des ¢ que
foi a criacao de uma linha do WhatsApp para que as pessoas enviassem con-
teudos que as preocupavam por serem desinformativas. Em primeiro 1ugar,
sendo um projecto piloto nio houve muita gente a enviar contetddos, mas ha
uma pequena conclusio e duas perguntas que advém daqui. A primeira con-
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cialistas ¢ interessados na matéria, sobre o que ¢ desinformagio. Isto, porque
aquilo que nos recebemos, na maior parte das vezes, foram conteudos que
nos podemos considerar nio como desinformativos, mas como sendo apenas
expressio de opinides diferentes da pessoa que assinalou o contetdo. Exem-
p]os, sio um candidato dizer uma coisa, alguém nao gosta do partido ou
daquele candidato e como vai votar em outro aquele ele nio pode dizer aqui-
lo. Muitas das coisas que foram entendidas pela populagio em geral como
dcsinformagio foram desse tipo. Na maioria das vezes, nio foi assinalado
aquele outro tipo de contetdos desinformativos que nos, cientificamente
podemos considerar como tal.

Essa constata¢io leva-nos a duas perguntas ¢, depois, uma pequena con-
clusio sobre as questdes da Inteligencia Artificial e, ainda um pouco mais
longe, a relacio entre desinformagio e eleigoes. A primeira pergunta ¢ com-
posta ¢ ¢ esta: sera que a maior parte das pessoas nio ¢ capaz de identificar
a desinformacio a que esta exposta e, portanto, fica numa situag¢io fragil e
dependente, e precisam de prote¢ao? Ou sera que a maioria das pessoas se
sentem confiantes para entender o que ¢ desinformativo, sio auténomas e,
por isso, nio denunciam aquilo que pressupdem ser desinformagio?

No entanto, ha uma questio mais complicada, a qual eu diria que ¢ a
seguinte. Quando nos estamos a pensar em desinformagio em termos de In-
teligéncia Artificial, ou seja, da capacidade de imitar a voz de uma pessoa, da
capacidade de imitar a cara da pessoa, da capacidade de imitar tudo aquilo
que nos faz visualmente, ou em termos auditivos, reconhecer uma pessoa,
teremos de questionar, também, a maxima do “ver para crer”. Temos, assim,
de questionar a leitura de algo tao profundo, oriundo de mais de vinte séculos
de cultura judaico-crista, sobre o real valor do “ver”. No inicio do século XXI,
teremos, muito provavelmente, de adaptar o dito de Sio Tomé, para a ideia
de que aquele apenas mantém validade se o “ver para crer” for na primeira
pessoa ¢ nao for mediado por um ecra.

Para as bases tedricas e conceptuais das nossas democracias, ha tambem
uma aprendizagem a realizar. Pois, nds nio podemos deixar de colocar em
questio o que aconteceu nas cleicdes romenas, de dia 6 de dezembro de 2024.

O meu papel aqui ¢ o de investigador, académico e, portanto, nio me
devo esquivar a colocar questdes, mesmo que clas sejam complicadas para
nos todos ¢ mesmo que cu nio tenho resposta definitiva para elas. A questio
que julgo importar colocar, ¢ a seguinte. Nos consideramos que as pessoas sio
verdadeiramente influenciaveis pela desinformacio, ¢ o que ¢ que isso quer
dizer? Quer dizer serem hipnotizﬁvcis? Ou seja, se eu disser uma coisa, clas
mudam de opinido, e passam imediatamente a fazer o seu contrario? E que,
se for isso, ¢ muito dificil de aceitar que algo, efectivamente, se passe assim
no comportamento humano. At¢ porque existe um pressuposto, que ¢ aquele
que nos da a capacidade de termos elei¢oes livres, que ¢ que as pessoas sio
capazes de decidir por elas proprias.

Gustavo Cardoso
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Se nos entendermos que a desinformagio ¢ algo que pode influenciar, nao
hipnotizar, mas influenciar, ¢, mais do que influenciar, criar divida ou refor-
car os preconceitos que ja se tem, entdo ai acho que estamos a fazer, provavel-
mente, a discussio certa. Agora, se nos acharmos que a desinformacio cria
em nos estados de hipnose em que nés alteramos a nossa percepgio porque so-
mos expostos a ela, entdo nos vamos estar a caminhar muito rapidamente para
a implanta¢io de Estados autocraticos em todas as Democracias europeias.

A democracia bascia-se na conce¢io de um voto uma pessoa ¢ na assungio
de que todos temos a capacidade e autonomia de decisio, exercida atraves do
voto. Ora a desinformacio também tem limites, ela ndo hipnotiza ¢ toma co-
mando do nosso pensamento ¢ ac¢io. No entanto, se aceitarmos que ela pode
hipnotizar o eleitor, também estamos a abrir a porta para colocar em causa a
liberdade de escolha dos individuos ¢, consequentemente, da sua capacidade
cleitoral, subvertendo a prépria ideia de democracia. Portanto, a democracia
nio esta apenas em causa atraves da ac¢ao dos que praticam a desinformagio,
ela também pode ser colocada em causa pelos democratas se nio entenderem
a naturcza da dcsinformagio ¢ os seus limites de influéncia.

E, por isso, ¢ que eu sugiro ser complicado o que aconteceu na Roménia
com a anulacio das elei¢des, porque a desinformagio que existiu, indepen-
dentemente de ter sido paga por russos, romenos, ou outros, ¢ pelo facto de
as pessoas terem entrado em contacto com ela, nio me parece que scja razio
suficiente para anularmos elei¢des. Porque sendo vamos ter de passar a anular
todas as que vierem existir proximamente.

Sei que ndo ¢ uma forma feliz de terminar, mas ¢ uma forma necessaria.
Pois, precisamos de colocar as questdes certas para antecipar a solugio dos
problemas. Questdes, que sio fundamentais para que continuemos a nos en-
contrar em saudavel debate sobre a democracia.

Muito obrigado.

*O texto aqui apresentado ¢ uma versdo recontextualizada da comunicagao oral
realizada na altura do evento e que contou com o auxtlio de um powerpoint.
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